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Renewable Energy Resources is a numerate and quantitative text covering the full range of renewable
energy technologies and their implementation worldwide. Energy supplies from renewables (such as
from biofuels, solar heat, photovoltaics, wind, hydro, wave, tidal, geothermal and ocean-thermal) are
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book includes Reviews of basic theory underlying renewable energy technologies, such as electrical
power, fluid dynamics, heat transfer and solid-state physics. Common symbols and cross-referencing
apply throughout; essential data are tabulated in appendices.

An associated updated eResource provides supplementary material on particular topics, plus a solu-
tions guide to Set Problems for registered instructors only.
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book.
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and been a policy advisor to the Australian government, specializing in the interface between technol-
ogy and policy.
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“Renewable energy requires an active approach, based on facts and data. Twidell and Weir, drawing on decades
of experience, demonstrate this, making clear connections between basic theoretical concepts in energy and
the workings of real systems. It is a delight to see the field having advanced to this level, where a book like
Renewable Energy Resources can focus on the very real experiences of the energy systems of the coming
decades.” — Professor Daniel Kammen, Director, Renewable and Appropriate

Energy Laboratory, University of California, Berkeley, USA

“Solar and wind power are now proven, reliable, ever-cheaper sources of electricity that can play a major role in

powering the world. Along with other long-established renewables such as hydropower, and complemented by

improved energy efficiency and appropriate institutional support, they can be key to sustainable development.
This book can play a vital role in educating the people who are needed to make it happen.”

— Professor Martin Green, Director, Australian Centre for Advanced Photovoltaics,

University of New South Wales, Australia

“The solar revolution that's been talked about for so long is with us here and now. This new edition of Renewable
Energy Resources, like earlier editions, will undoubtedly make a significant contribution to informing both those
involved with the technology and those in policy-making. This is critical if the promise of renewable energy is to
be delivered as expeditiously and cost-effectively as is now needed.”

— Jonathon Porritt, Founder Director, Forum for the Future

"l welcome this excellent third edition of Twidell and Weir with its comprehensive yet accessible coverage of

all forms of renewable energy. The technologies and the physics behind them are explained with just the right
amount of math, and they include a realistic summary of the economic and societal implications.”

— Emeritus Professor William Moomaw, Tufts University, USA and Coordinating

Lead Author, IPCC Special Report on Renewable Energy

“| highly recommend this book for its thorough introduction to all the important aspects of the topic of Renewable

Energy Resources. The book is excellent in its completeness and description of the relevant different sources.
Moreover it is strong in theory and applications. From a scientific and engineering point this book is a must.”

— Professor Henrik Lund, Aalborg University, Denmark and

Editor-in-Chief of the international journal Energy

"Over the years, | have used this excellent text for introducing Physics and Engineering students to the science
and technology of renewable energy systems. The updated edition will be of immense value as sustainable
energy technologies join the mainstream and there is an increasing need for human capacity at all levels. | look
forward to the new edition and hope to use it extensively.”

— Dr Atul Raturi, University of the South Pacific, Fiji

"Our school has used Renewable Energy Resources since 2005, as it was one of the few texts that covered the
field with a good balance between background theory and practical applications of RE systems. The new updated
edition looks great and | am looking forward to using it in my classes.”

— Dr Alistair Sproul, University of New South \Wales, Australia

"l have used the extremely valuable second edition of this book for our postgraduate courses on energy conver-
sion technologies. My students and | welcome this new edition, as it has been very well updated and extended
with study aids, case studies and photos which even further improve its readability as a textbook.”

— Dr Wilfried van Sark, Utrecht University, Netherlands

Praise for the 2nd edition

“"Twidell and Weir are masters of their subject and join the ranks of acomplished authors who have made a pow-
erful contribution to the field. Renewable Energy Resources is a superb reference work."”
— Paul Gipe] www.wind-works.ord

“It's ideal for student use - authoritative, compact and comprehensive, with plenty of references out to more
detailed texts ... a very valuable book.”
— Professor Dave Elliott of the Open University, UK, in Renew 162 2006

“What we need to combat climate change is a stream of students and graduates with the knowledge they can
gain from this book ... suitable not only for engineering students but also for policy-makers and all those con-
cerned with energy and the environment.’

— Corin Millais, CEO Climate Institute
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PREFACE

Why a third edition?

For this third edition of Renewable Energy Resources, we have made
significant changes in recognition of the outstanding progress of renew-
ables worldwide. The basic principles remain the same, but feedback from
earlier editions enables us to explain and analyze these more beneficially.
Important aspects of new technology have been introduced and, most
importantly, we have enlarged the analysis of the institutional factors
enabling most countries to establish and increase renewables capacity.
When we wrote the first edition in the 1980s, modern applications
of renewable energy were new and largely ignored by central planners.
Renewables (apart from hydropower) were seen mainly as part of ‘appro-
priate and intermediate technology’, often for small-scale applications and
rural development. In retrospect this concept was correct, but of limited
vision. Yes, domestic and village application is a necessity; renewables
continue to cater for such needs, now with assured experience and
proven technology. However, since those early days, renewables have
moved from the periphery of development towards mainstream infra-
structure while incorporating significant improvements in technology.
‘Small’ is no longer suspect; for instance, ‘microgeneration’ is accepted
technology throughout the developed and developing world, especially
as the sum total of many installations reaches national significance. We
ourselves have transformed our own homes and improved our lifestyles
by incorporating renewables technology that is widely available; we are
grateful for these successes. Such development is no longer unusual,
with the totality of renewable energy substantial. Commercial-scale appli-
cations are common, not only for long-established hydropower but also
for 'new renewables’, especially the ‘big three’ of biomass, solar and
wind. Major utilities incorporate renewables divisions, with larger and
much replicated plant that can no longer be described as ‘small’ or ‘irrele-
vant'. Such success implies utilizing varied and dispersed resources in
an environmentally acceptable and cost-effective manner. Today, whole
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nations are developing their energy infrastructure with significant contri-
butions from renewable energy for heat, fuels and electricity. This third
edition reflects these welcome changes.

The rise of renewables has coincided with the rise to maturity of
other 'new’ technologies, including solid-state electronics, composite
materials, computer-aided design, biotechnology, remotely communi-
cated supervisory control and data acquisition, smart technology, and
the internet; these have all supported the improvement and acceptance
of renewable energy systems. For the environment as a whole, pollution
reduction remains vital with the added concern of climate change. The
cause: excessive use of fossil fuels. The obvious remedy is to replace
fossil fuels by renewables and to improve efficiency of energy use. The
gradual acceptance, at least partially, of this strategy has transformed
the institutional framework surrounding renewable energy at all levels —
international, national, regional and local.

Aim and structure of this book

The main aim of our book is unchanged: to explain renewable energy
resources and technologies from fundamental scientific principles. Also
largely unchanged is the basic structure of the book, although some

chapters have been rearranged and renumbered.|Chapter 1] introduces

the features of renewable energy (RE) that distinguish it from other
energy sources. to] 14 consider in turn the significant renew-
able energy technologies (solar, wind, bioenergy, etc.), the resources
available and analysis of their basic operation The last three chapters
consider subjects common to all energ resources:— the dis-
tribution and storage of energy,— the efficient use of energy,
and — institutional and economic factors.

As in previous editions, we expect our readers to have a basic under-
standing of science and technology, especially of physical science and
basic mathematics. It is not necessary to read chapters consecutively,
because each topic stands alone. However, certain background subjects
underpin a variety of technologies; therefore, in this edition we have
analyzed these subjects in a series of 'Reviews’ near the end of the book
(electrical power, fluid dynamics, heat transfer, solid state physics, units
and conversions). Each review is a concise yet necessary explanation of
standard theory and application needed in the chapters. Appendices A to
D contain important background data.

What's new in the third edition?

This third edition responds to technological and socioeconomic changes
occurring as renewables have become mainstream energy supplies. We
have therefore improved and updated all the chapters. In particular this
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applies to solar photovoltaics, wind power and bioenergy; each of these
subjects now has two chapters: one on the resource and the other on
the teohnology.— 'Using energy efficiently’ — is new, since
this is a vital subject for all forms of energy supply and presents some
particular opportunities with renewables. New material has been added
on the science of the greenhouse effect and projected climate change in
, being a further reason for institutional and economic apprecia-
tion of renewables ).

We still work from first principles with unified symbolism throughout;
we have tried hard to be user friendly by improving presentation and
explanations. Each technology is introduced with fundamental analysis
and details of international acceptance. Data on installed capacities and
institutional acceptance have been updated to the time of publication. For
updating, we list recommended websites (including that for this book),
journals and other publications; internet searches are of course invalua-
ble. This third edition has more ‘boxed examples’ and other such devices
for focused information. We have extended the self-study material by
grading the end-of-chapter problems, and by including chapter summa-
ries and 'Quick questions’ for rapid revision. Short answer guidance for
problems is at the end of the book.

Detailed solutions to all the end-of-chapter problems (password pro-
tected for instructors only!) are in a new associated website at

|routledqe.com/books/details/9780415584388.|The public area of this
website includes useful supplementary material, including the complete
text of three chapters from the second edition: on OTEC, tidal range
power and photosynthesis, which have some background material
omitted from this third edition to help keep the length of the printed
book manageable.

NOTE TO READERS: ‘BORDERED TEXT’
To help readers we use ruled borders (e.g. as here) for:

Boxes: case studies or additional technical detail.
Worked Examples: numerical analysis usually with algebraic numbered
eqguations.

Derivations: blocks of mathematical text, the less mathematically may omit
them initially.
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This list excludes symbols for fundamental and other units, se

etc.

Symbol Main use Other use or comment
Capitals
A Area (m?) Acceptor; ideality factor
B Magnetic flux Benefit
C Thermal capacitance (J/K) Electrical capacitance (F);
constant
Co Power coefficient
C Concentration ratio
C, Capture width (of wave
device)
on Torque coefficient
D Distance (m) Diameter; damping factor
E Energy (J)
E, Fermi level
E, Band gap (eV)
E, Kinetic energy (J)
F Force (N) Faraday constant (C/mole);
Fill factor (photovoltaics)
F,,/. Shape factor
F’/./. Radiation exchange factor
(ito))
G Solar irradiance (Wm-2?) Gravitational constant (Nm2kg=2);
Temperature gradient (K/m);
Gibbs energy (J)
G, G, G,. Solar irradiance (beam,
diffuse, on horizontal)
Gy Solar constant
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Symbol Main use Other use or comment

H Enthalpy (J) Head (pressure height) of fluid
(m); wave crest height (m);
insolation (J m=2 day~"); heat of
reaction (AH: J per component
mass or volume)

—

Electric current (A) Moment of inertia (kg m?);
wind turbulence intensity (m s=7)

J Current density (A/m?)
K Extinction coefficient (m') Clearness index (K;); constant
L Distance, length (m) Diffusion length (m)
M Mass (m) Molecular weight
N Concentration (m=3) Hours of daylight
N, Avogadro number
P Power (W)
P’ Power per unit length (W/m)
Q Volume flow rate (m?/s)
R Thermal resistance (K/W) Radius (m); electrical resistance
(Q); reduction level; tidal range
(m); gas constant (R); blade
length (m)
R, Thermal resistance (mass
transfer; K/W)
R, Thermal resistance
(conduction; K/W)
R. Thermal resistance (radiation;
K/W)
R, Thermal resistance
(convection; K/W)
RFD Radiant flux density (W/m?)
S Surface area (m?) Entropy (J/K)
S, Surface recombination
velocity (m/s)
T Temperature (K) Period (s~")
U Potential energy (J) Heat loss coefficient (Wm~-2K-")
1% Volume (md) Electrical potential (V)
w Width (m) Energy density (J/m?3)
X Characteristic dimension (m)  Concentration ratio
4 Capacity factor

(dimensionless)
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Main use
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Other use or comment

Script capitals (non-dimensional numbers characterizing fluid flow; all

S99 €Y

Lower case
a

dimensionless)

Rayleigh number

Grashof number

Nusselt number

Prandtl number

Reynolds number

Shape number (of turbine)

amplitude (m)

wind profile exponent

specific heat capacity (J kg™’
K1)

distance (m)
elementary charge (C)
frequency of cycles (Hz = s7)

acceleration due to gravity
(m/s?)

heat transfer coefficient
(Wm~2K-1)

V=1

thermal conductivity
(Wm-K-")

distance (m)

mass (kg)

number

pressure (Nm~2 = Pa)
power per unit area (W/m?)

thermal resistivity of unit area
(often called ‘r-value’; r = RA)
(M2K/W)

angle of slope (degrees)

time (s)

Graetz number

wind interference factor;
radius (m)

width (m)

speed of light (m/s); phase
velocity of wave (m/s); chord
length (m); Weibull speed factor
(m/s)

diameter (m); depth (m); zero
plane displacement (wind) (m)

base of natural logarithms
(2.718); ellipticity; external

pipe friction coefficient; fraction;
force per unit length (N m~")

vertical displacement (m); Planck
constant (Js)

internal

wave vector (=2r/A); Boltzmann
constant (=1.38 x 1022 J/K)

air mass ratio

number of nozzles, of hours of
bright sunshine, of wind turbine
blades; electron concentration
(m=3)

hole concentration (m=3)

radius (m); distance (m)

thickness (m)
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Symbol Main use Other use or comment
velocity along stream (m/s) group velocity (m/s)
v velocity (not along stream)
(m/s)
w distance (m) moisture content (dry basis%);
moisture content (wet basis %)
(W)
X coordinate (along stream) (m)
coordinate (across stream)
(m)
z coordinate (vertical) (m)

Greek capitals

I’ Gamma
A Delta

A Lambda
X Epsilon
® Phi

O]

u

Q Omega

Torque (Nm)

Increment of [...] (other
symbol)

Latent heat (J/kg)
Summation sign
Radiant flux (W)

Probability distribution of
wind speed ((m.s™1))~"

Angular velocity of blade
(rad/s)

Greek (lower case)

o, alpha

o,

B beta

Y gamma
o delta

€ epsilon

&
n eta

0 theta

k kappa
A lambda

U mu

absorptance (dimensionless)

monochromatic absorptance
(dimensionless)

angle (deg)

angle (deg)
boundary layer thickness (m)

emittance (dimensionless)

monochromatic emittance
efficiency (dimensionless)
angle of incidence (deg)
thermal diffusivity (m?%/s)
wavelength (m)

dynamic viscosity (N m=2s)

Gamma function

Probability function, magnetic
flux

Phonon frequency (s™');

angle of attack (deg)

volumetric expansion coefficient
(K1)

blade setting angle (deg)

angle of declination (deg)

wave ‘spectral width’;
permittivity; dielectric constant

temperature difference (°C)

tip speed ratio of wind turbine
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Symbol Main use Other use or comment
v nu kinematic viscosity (m?%/s)
€ xi electrode potential (V) roughness height (m)
T pi 3.1416
p rho density (kg/m?3) reflectance (albedo); electrical
resistivity (m)
P, monochromatic reflectance
(dimensionless)
G sigma Stefan-Boltzmann constant
T tau transmittance (dimensionless) relaxation time (s); duration (s);
shear stress (N/m?)
T, monochromatic transmittance
(dimensionless)
¢ phi radiant flux density (RFD) wind blade angle (deg); potential
(W/m?2) difference (V); latitude (deg);
phase angle
0, spectral distribution of RFD
(W/m?3)
x chi absolute humidity (kg/mq)
v psi longitude (deg) angle (deg)
® omega angular frequency (=2mrf) hour angle (deg); solid angle
(rad/s) (steradian)
Subscripts
B Black body Band
D Drag Dark; device
E Earth
F Force
G Generator
L Lift Light
M Moon
P Power
R Rated
S Sun
T Tangential Turbine
a ambient aperture; available (head);
aquifer; area
abs absorbed
b beam blade; bottom; base; biogas
c collector cold
ci cut-in
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List of symbols

Symbol Main use Other use or comment

co cut-out

cov cover

d diffuse dopant; digester

e electrical equilibrium; energy

f fluid forced; friction; flow; flux

g glass generation current; band gap

h horizontal hot

i integer intrinsic

in incident (incoming)

int internal

i integer

m mass transfer mean (average); methane

max maximum

maxp maximum power

n conduction

net heat flow across surface

o) (read as numeral zero)

oc open circuit

P plate peak; positive charge carriers
(holes); performance

r radiation relative; recombination; room;
resonant; rock; relative

rad radiated

refl reflected

rms root mean square

s surface significant; saturated; Sun; sky

sC short circuit

t tip total

th thermal

trans transmitted

u useful

Y% convection vapor

w wind water; width

z zenith

A monochromatic (e.g. o,

0 distant approach ambient; extra-terrestrial; dry
matter; saturated; ground-level

entry to device first
2 exit from device second
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Symbol Main use Other use or comment
3 output third
Superscript
m or max maximum
* measured perpendicular to
direction of propagation (e.g.
G,*)
- (dot) rate of , e.g. M

Other symbols and abbreviations

Bold face vector, e.g. F
ch. chapter
§ section (within chapters)

= mathematical equality

= approximate equality (within
about 20%)

~ equality in order of magnitude

(within a factor of 2 to 10)

mathematical identity (or

definition), equivalent



List of abbreviations (acronyms)

This list excludes most chemical symbols and abbreviations of standard
units, see also the Index, an for units.
AC Alternating current
AM  Air-mass ratio
BoS Balance of system
CCS Carbon capture and storage
CFL Compact fluorescent light
CHP Combined heat and power
CO, Carbon dioxide
CO,eq CO, equivalent for other climate-change-forcing gases
COP Coefficient of Performance
CSP Concentrated solar power (= CSTP)
CSTP Concentrated solar thermal power
DC Direct current
DCF Discounted cash flow
DNI Direct normal insolation (= irradiance)
DOWA Deep ocean water applications
EC Electrochemical capacitor
EGS Enhanced geothermal system|s]
EIA  Environmental Impact Assessment
EMF Electromotive force (equivalent to Voltage)
EU European Union
EV  Electric vehicle
FF Fossil fuel
GCV Gross calorific value
GDP Gross domestic product
GER Gross energy requirement
GHG Greenhouse gas
GHP Geothermal heat pump (= GSHP)
GMST Global mean surface temperature
GOES Geostationary Operational Environmental Satellite




GPP
GSHP
GWP
HANPP
HAWT
IEA
IPCC
LCA
LCV
LED
LH
LiDAR
MPPT
MSW
NB
NPP
NPV
O&M
OECD
ONEL
OPEC
OPV
OTEC
OowcC
PS

PV
P2G
R&D
R,.D&D
RE
RES
RET
RFD
SCADA
SHS
SONAR
SRREN
STP
TPES
UK
USIAI
WMO

List of abbreviations xxxi

Gross primary production

Ground-source heat pump

Global warming potential

Human appropriated net primary productivity
Horizontal axis wind turbine

International Energy Agency
Intergovernmental Panel on Climate Change
Life cycle analysis

Lower calorific value

Light emitting diode

Light harvesting

Light detection and ranging

Maximum power tracker

Municipal solid waste

Nota bene (= note well)

Net primary production

Net present value

Operation and maintenance

Organisation for Economic Cooperation and Development
Oakridge National Laboratory

Organisation of Petroleum Exporting Countries
Organic photovoltaic

Ocean thermal energy conversion
Oscillating water column

Photosystem

Photovoltaic

Power to grid

Research and development

Research, development and demonstration
Renewable energy

Renewable energy system

Renewable energy technology
Radiant flux density (W/m?)

Supervisory control and data aquisition
Solar home system

Sonic detection and ranging

Special Report on Renewable Energy (published by IPCC)
Standard temperature and pressure

Total primary energy supply

United Kingdom

United States [of America]

World Meteorological Organisation
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81.1 Introduction 3

§1.1 INTRODUCTION

This textbook analyzes the full range of renewable energy supplies
available to modern economies worldwide. It is widely recognized that
these are necessary for sustainability, security, and standard of living.
The renewable energy systems covered include power from solar radia-
tion (sunshine), wind, biomass (plant crops), rivers (hydropower), ocean
waves, tides, geothermal heat, and other such continuing resources. All
of these systems are included within the following general definition:

Renewable energy is energy obtained from naturally repetitive and
persistent flows of energy occurring in the local environment.

An obvious example is solar (sunshine) energy that ‘persists’ and ‘repeats’
day after day, but is obviously not constant but variable. Similarly, plants
have an annual growing season, which stores energy from sunshine in
their structure that is released in combustion and metabolism. With a
renewable energy resource, the energy is already passing through the
environment as a current or flow, irrespective of there being a device to
intercept and harness this power. The phrase ‘local environment’ refers
to the location of such a device to intercept the flow. The natural energy
flows that are commonly harnessed for energy purposes are indicated in
§1.3. Such energy may also be referred to as green energy or sustainable
energy.
In contrast,

Non-renewable energy is energy obtained from static stores
of energy that remain underground unless released by human
interaction.

Examples are nuclear fuels and the fossil fuels of coal, oil, and natural
gas. With these sources, the energy is initially an isolated energy poten-
tial, and external action is required to initiate the supply of energy for
practical purposes. To avoid using the ungainly word ‘non-renewable’,
such energy supplies are called finite supplies or brown energy.

It is also possible to include energy from society’'s wastes in the defi-
nition of renewables, since in practice they are unstoppable; but are
they 'natural’? Such finer points of discussion concerning resources are
implicit in the detail of later chapters.

For renewable energy the scale of practical application ranges from
tens to many millions of watts, and the totality is a global resource.
However, for each application, five questions should be asked:

1 How much energy is available in the immediate environment; what
are the resources?

2 What technologies can harness these resources?

3 How can the energy be used efficiently; what is the end-use?
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4 What is the environmental impact of the technology, including its
implications for climate change?

5 What is the cost-effectiveness of the energy supply as compared with
other supplies?

The first three are technical questions considered in the central chap-
ters of this book by type of renewables technology. The fourth ques-
tion relates to broad issues of planning, social responsibility, sustainable
development, and global impact; these are considered in the concluding

section of each technology chapter and in. The fifth and final

question is a dominant question for consumers, but is greatly influenced
by government and other policies, considered as ‘institutional factors’ in
. The evaluation of ‘cost-effectiveness’ depends significantly
upon the following factors:

a Appreciating the distinctive scientific principles of renewable energy
(81.4).

b the efficiency of each stage of the energy supply in terms of both min-
imizing losses and maximizing economic and social benefits (§16.2).

¢ Considering externalities and social costs .

d Considering both costs and benefits over the lifetime of a project
(which may be > ~30 years).

In this book we analyze (a) and (b) in detail, since they apply universally.
The second two, (c) and (d) have aspects that depend on particular econ-
omies, and so we only explain the principles involved.

§1.2 ENERGY AND SUSTAINABLE DEVELOPMENT

81.2.1 Principles and major issues

Sustainable development may be broadly defined as living, producing,
and consuming in a manner that meets the needs of the present without
compromising the ability of future generations to meet their own needs.
It has become one of the key guiding principles for policy in the 21st
century. The principle is affirmed worldwide by politicians, industrialists,
environmentalists, economists, and theologians as they seek interna-
tional, national, and local cooperation. However, reaching specific agreed
policies and actions is proving much harder!

In the international context, the word ‘development’ refers to improve-
ment in quality of life, including improving standards of living in less
developed countries. The aim of sustainable development is to achieve
this aim while safeguarding the ecological processes upon which life
depends. Locally, progressive businesses seek a positive triple bottom
line (i.e. a positive contribution to the economic, social, and environmen-
tal well-being of the community in which they operate).
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The concept of sustainable development first reached global import-
ance in the seminal report of the UN World Commission on Environment
and Development (1987); since then this theme has percolated slowly
and erratically into most national economies. The need is to recognize
the scale and unevenness of economic development and population
growth, which place unprecedented pressures on our planet’s lands,
waters, and other natural resources. Some of these pressures are severe
enough to threaten the very survival of some regional populations and
in the longer term to lead to disruptive global change. The way people
live, especially regarding production and consumption, will have to adapt
due to ecological and economic pressures. Nevertheless, the economic
and social pain of such changes can be eased by foresight, planning, and
political and community will.

Energy resources exemplify these issues. Reliable energy supply is
essential in all economies for lighting, heating, communications, comput-
ers, industrial equipment, transport, etc. Purchases of energy account for
51t010% of gross national product in developed economies. However, in
some developing countries, fossil fuel imports (i.e. coal, oil, and gas) may
cost over half the value of total exports; such economies are unsustain-
able, and an economic challenge for sustainable development. World
energy use increased more than ten-fold during the 20th century, pre-
dominantly from fossil fuels and with the addition of electricity from
nuclear power. In the 21st century, further increases in world energy
consumption may be expected, largely due to rising industrialization and
demand in previously less developed countries, aggravated by gross inef-
ficiencies in all countries. Whatever the energy source, there is an over-
riding need for efficient transformation, distribution, and use of energy.

Fossil fuels are not being newly formed at any significant rate, and
thus current stocks are ultimately finite. The location and amount of such
stocks depend on the latest surveys. Clearly the dominant fossil fuel by
mass is coal. The reserve lifetime of a resource may be defined as the
known accessible amount divided by the rate of present use. By this defi-
nition, the lifetime of oil and gas resources is usually only a few decades,
whereas the lifetime for coal is a few centuries. Economics predicts that
as the lifetime of a fuel reserve shortens, so the fuel price increases;
subsequently, therefore, demand falls and previously more expensive
sources and alternatives enter the market. This process tends to make
the original source last longer than an immediate calculation indicates.
In practice, many other factors are involved, especially government
policy and international relations. Nevertheless, the basic geological fact
remains: fossil fuel reserves are limited and so the current patterns of
energy consumption and growth are not sustainable in the longer term.

Moreover, the emissions from fossil fuel use (and indeed nuclear
power) increasingly determine another fundamental limitation on
their continued use. These emissions bring substances derived from
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underground materials (e.g. carbon dioxide) into the Earth’'s atmosphere
and oceans that were not present before. In particular, emissions of
carbon dioxide (CO,) from the combustion of fossil fuels have significantly
raised the concentration of CO, in the global atmosphere. Authoritative
scientific opinion is in agreement that if this continues, the greenhouse
effect will be enhanced and so lead to significant climate change within
a century or sooner, which could have a major adverse impact upon food
production, water supply, and society (e.g. through increased floods and
storms (IPCC 2007, 2013/2014)); see also 82.9. Sadly, concrete action
is slow, not least owing to the reluctance of governments in industrial-
ized countries to disturb the lifestyle of their voters. However, potential
climate change, and related sustainability issues, is now established as
one of the major drivers of energy policy.

In contrast to fossil and nuclear fuels, renewable energy (RE) supply in
operation does not add to elements in the atmosphere and hydrosphere.
In particular, there is no additional input of greenhouse gases (GHGs).
Although there are normally such emissions from the manufacture of all
types of energy equipment, these are always considerably less per unit
of energy generated than emitted over the lifetime of fossil fuel plant
(see data i). Therefore, both nuclear power and renewables
significantly reduce GHG emissions if replacing fossil fuels. Moreover,
since RE supplies are obtained from ongoing flows of energy in the
natural environment, all renewable energy sources should be sustain-
able. Nevertheless, great care is needed to consider actual situations, as
noted in the following quotation:

For a renewable energy resource to be sustainable, it must be
inexhaustible and not damage the delivery of environmental
goods and services including the climate system. For example,
to be sustainable, biofuel production should not increase net
CO, emissions, should not adversely affect food security, nor
require excessive use of water and chemicals, nor threaten
biodiversity. To be sustainable, energy must also be economically
affordable over the long term, it must meet societal needs and
be compatible with social norms now and in the future. Indeed,
as use of RE technologies accelerates, a balance will have to be
struck among the several dimensions of sustainable development.
It is important to assess the entire lifecycle of each energy source
to ensure that all of the dimensions of sustainability are met.
(IPCC 2011, §1.1.5)

In analyzing harm and benefit, the full external costs of obtaining mate-
rials and fuels, and of paying for damage from emissions, should be inter-
nalized in costs, as discussed i. Doing so takes into account:
(i) the finite nature of fossil and nuclear fuel materials; (ii) the harm of
emissions; and (iii) ecological sustainability. Such fundamental analyses
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usually conclude that combining renewable energy with the efficient
use of energy is more cost-effective than the traditional use of fossil
and nuclear fuels, which are unsustainable in the longer term. In short,
renewable energy supplies are much more compatible with sustainable
development than are fossil and nuclear fuels in regard to both resource
limitations and environmental impacts (see).

Consequently, almost all national energy plans include four vital factors
for improving or maintaining benefit from energy:

increased harnessing of renewable supplies;
increased efficiency of supply and end-use;
reduction in pollution;

consideration of employment, security, and lifestyle.

AWON=

§1.2.2 Energy security

Nations, and indeed individuals, need secure energy supplies; they need
to know that sufficient and appropriate energy will reach them in the
future. Being in control of independent and assured supplies is therefore
important — renewables offer this so long as the technologies function
and are affordable.

§1.2.3 A simple numerical model for sustainability

Consider the following simple model describing the need for commercial
and non-commercial energy resources:

R=EN (1.1)

Here R isthe total yearly energy consumption for a population of N people.
E is the per capita use of energy averaged over one year, related closely
to the provision of food and manufactured goods. On a world scale, the
dominant supply of energy is from commercial sources, especially fossil
fuels; however, significant use of non-commercial energy may occur (e.g.
fuel-wood, passive solar heating) which is often absent from most offi-
cial and company statistics. In terms of total commercial energy use, £
on a world per capita level is about 2.1 kW, but regional average values
range widely, with North America 9.3 kW, Europe 4.6 kW, and several
regions of Central Africa 0.2 kW. The inclusion of non-commercial energy
increases all these figures, especially in countries with low values of E.

Standard of living relates in a complex and an ill-defined way to E.
Thus, per capita gross national product S (a crude measure of standard
of living) may be related to E by:

S=fE (1.2)

Here fis a complex and nonlinear coefficient that is itself a function of
many factors. It may be considered an efficiency for transforming energy
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into wealth and, by traditional economics, is expected to be as large as
possible. However, S does not increase uniformly as Eincreases. Indeed,
S may even decrease for large E (e.g. due to pollution or technical ineffi-
ciency). Obviously, unnecessary waste of energy leads to smaller values
of f than would otherwise be possible. Substituting for £ in (1.1), the
national requirement for energy becomes:

R=(SN)/f (1.3)
SO
AR/R=AS/S+ AN/N — Af/f (1.4)

Now consider substituting global values for the parameters in (1.4).
In 50 years the world population N increased from 2.5 billion in 1950 to
over 7.2 billion in 2013. It is now increasing at approximately 2 to 3% per
year so as to double every 20 to 30 years. Tragically high infant mortality
and low life expectancy tend to hide the intrinsic pressures of population
growth in many countries. Conventional economists seek exponential
growth of S at 2 to 5% per year. Thus, in (1.4), at constant efficiency
parameter f, the growth of total world energy supply is effectively the
sum of population and economic growth (i.e. 4 to 8% per year). Without
new supplies, such growth cannot be maintained. Yet, at the same time
as more energy is required, fossil and nuclear fuels are being depleted,
and debilitating pollution and climate change increase.

An obvious way to overcome such constraints is to increase renew-
able energy supplies. Most importantly, from (1.3) and (1.4), it is vital to
increase the efficiency parameter f (i.e. to have a positive value of Af).
Consequently, if there is a growth rate in the efficient use and generation
of energy, then S (standard of living) increases while R (resource use)
decreases.

§1.2.4 Global resources

With the most energy-efficient modern equipment, buildings, and trans-
portation, a justifiable target for energy use in a modern society is £=2
kW per person (i.e. approximately the current global average usage, yet
with a far higher standard of living). Is this possible, even in principle, from
renewable energy? Each square metre of the Earth's habitable surface is
crossed by or accessible to an average energy flux of about 500 W (see
Problem 1.1). This includes solar, wind, or other renewable energy forms
in an overall estimate. If this flux is harnessed at just 4% efficiency, 2 kW
of power can be drawn from an area of 10m x 10m, assuming suitable
methods. Suburban areas of residential towns have population densities
of about 500 people km=2. At 2 kW per person, the total energy demand
of 1000 kW/km? could be obtained in this way by using just 5% of the
local land area for energy production, thus allowing for the ‘technical
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potential’ of RE being less than the ‘theoretical potential’, as indicated
in and 81.5.4. Thus, renewable energy supplies may, in principle,
provide a satisfactory standard of living worldwide, but only if methods
exist to extract, use, and store the energy satisfactorily at realistic costs.
This book will consider both the technical background of a great variety
of possible methods and a summary of the institutional factors involved.

§1.3 FUNDAMENTALS

81.3.1 Energy sources

The definitions of renewable energy and of fossil and nuclear energy

given at the start of this chapter are portrayed in|Fig. 1.1|.|Tab|e 1.1| pro-

vides a comparison of renewable and conventional energy systems.
There are five ultimate primary sources of useful energy:

The Sun.

2 The motion and gravitational potential of the Sun, Moon, and Earth.

3 Geothermal energy from cooling, chemical reactions, and natural radio-
active decay.

4 Nuclear reactions on the Earth.

5 Chemical reactions from mineral sources.

—

Renewable energy derives continuously from sources 1, 2, and 3. Note
that biomass and ocean heat are ultimately derived from solar energy, as

Natural Environment:
green Mined resource: brown

Current source of continuous Finite source of
energy flow energy potential

RENEWABLE ENERGY FINITE ENERGY

Fig. 1.1

Contrast between renewable (green) and finite (brown) energy supplies. Environmental
energy flow ABC, harnessed energy flow DEF.
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Table 1.1 Comparison of renewable and conventional energy systems

Renewable energy supplies (green)

Conventional energy supplies (brown)

Examples

Wind, solar, biomass, tidal.

Coal, oil, gas, radioactive ore.

Source

Natural local environment.

Concentrated stock.

Normal state

A current or flow of energy. An
‘income’.

Static store of energy. Capital.

Initial average

Low intensity, dispersed:

Released at =100 kW m~2.

intensity < 300W m—2.
Lifetime of supply Infinite. Finite.
Cost at source Free. Increasingly expensive.

Equipment capital
cost per kW
capacity

Expensive, commonly =$1000.

Moderate, perhaps $500 without emissions
control; yet >$1000 with emissions
reduction.

Variation and
control

Fluctuating; best controlled by change
of load using positive feedforward
control or complementary sources.

Steady, best controlled by adjusting source
with negative feedback control.

Location for use

Site and society specific.

General and global use.

Scale Small-scale often economic. Increased scale often improves supply
costs; large-scale frequently favored.
Skills Interdisciplinary and varied. Wide Strong links with electrical and mechanical
range of skills. Importance of bioscience engineering. Narrow range of personal
and agriculture. skills.
Context Well adapted to rural situations and Scale favors urban, centralized industry.
decentralized industry.
Dependence Self-sufficient systems encouraged. Systems dependent upon outside inputs.
Safety Local hazards possible in operation: May be shielded and enclosed to lessen
usually safe when out of action. great potential dangers; most dangerous
when faulty.
Pollution and Usually little environmental harm, Environmental pollution common, especially
environmental especially at moderate scale. of air and water.
damage

Hazards from excessive wood burning.
Soil erosion from excessive biofuel use.
Large hydro reservoirs disruptive.

Permanent damage common from
mining and radioactive elements entering
water table. Deforestation and ecological
sterilization from excessive air pollution.

Greenhouse gas emissions causing climate
change.

Aesthetics, visual
impact

Local perturbations may be serious,
but are usually acceptable if local need
perceived.

Usually utilitarian, with centralization and
economy of large scale.
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indicated in and that not all geothermal energy is renewable in
_hater 1

a strict sense, as explained in 4{ Finite energy is derived from
sources 1 (fossil fuels), 4, and 5. The fifth category is relatively minor, but
is useful for primary batteries (e.g. ‘dry cells’).

81.3.2 Environmental energy

The flows of energy passing continuously as renewable energy through
the Earth are shown in. For instance, total solar flux absorbed at

sea level is about 1.2 x 10""W. Thus the solar flux reaching the Earth'’s
surface is ~20 MW per person; 20 MW is the power of ten very large
diesel electric generators, enough to supply all the energy needs of a
town of about 50,000 people! The maximum solar flux density (irradi-
ance) perpendicular to the solar beam is about 1 kW/m?; a very useful
and easy number to remember. In general terms, a human being is able
to intercept such an energy flux without harm, but an increase begins to
cause stress and difficulty. Interestingly, power flux densities from wind,
water currents, or waves >1 kW/m? also begin to cause physical difficulty
to an adult.

Infrared

radiation

to space
Reflected 4 Solar water heaters
to space 80 000_ | Sensible . Solar buildings

Solar dryers
Ocean thermal energy

50 000 A heating

40 000 | Latent heat
| of water > Hydropower

Solar 120 000 evaporation Osmotic power
—_— o
radiation_/Absorbed on Kinati
inetic

Earth y 300 > Wind and wave turbines
> energy
y 100 . .
> Photon Biomass and biofuels
processes - Photovoltaics

From 30 Geothermal heat
Earth @ - - Geothermal power

From
planetary
motion

Gravitation, 3 BT Tidal range power
orbital motion icaqotion Tidal current power

Natural energy currents on the Earth, showing renewable energy systems. Note the great
range of energy flux (1:10°%) and the dominance of solar radiation and heat. Units terawatts
(10"2W).
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However, the global data in are of little value for practical engi-
neering applications, since particular sites can have remarkably differ-
ent environments and possibilities for harnessing renewable energy.
Obviously, flat regions, such as Denmark, have little opportunity for hydro-
power but may have wind power. Yet neighboring regions (e.g. Norway)
may have vast hydro potential. Tropical rain forests may have biomass
energy sources, but deserts at the same latitude have none (moreover,
forests must not be destroyed, which would make more deserts). Thus,
practical renewable energy systems have to be matched to particular
local environmental energy flows occurring in a particular region.

§1.3.3 Primary supply to end-use

All energy systems may be visualized as a series of pipes or circuits
through which the energy currents are channeled and transformed to
become useful in_domestic, industrial, and agricultural circumstances.
|Fiq. 1.3(a)| and| Fig. 1.4| are Sankey diagrams of energy supply, which
show the energy flows through a national energy system (often called a
‘spaghetti diagram’ because of its appearance). Sections across such a
diagram may be drawn as pie charts showing primary energy supply and
energy supply to end-use ). Note how the total energy end-use
is less than the primary supply due to losses in the transformation pro-
cesses, notably the generation of electricity from fossil fuels.

§1.3.4 Energy planning

Certain common principles apply for designing and assessing energy
supply and use, whether we are considering energy supply at the level
of a nation, a city, or a household.

1 Complete energy systems must be analyzed, and supply should not
be considered separately from end-use. Unfortunately, precise needs
for energy are too frequently forgotten, and supplies are not well
matched to end-use. Energy losses and uneconomic operation there-
fore frequently result. For instance, if a dominant domestic energy
requirement is heat for warmth or hot water, it is irresponsible to
generate grid quality electricity from a fuel, waste the majority of the
energy as thermal emission from the boiler and turbine, distribute the
electricity with losses, and then dissipate the delivered electricity as
heat: a total loss of about 75%! Sadly, such inefficiency, disregard for
resources, and unnecessary associated pollution often occur. Heating
would be more efficient and cost-effective from direct heat production
with local distribution. Even better is to combine electricity genera-
tion with the heat production using CHP (combined heat and power
(electricity)).
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(a)

PRIMARY ENERGY
ENERGY END
SUPPLIES Non-energy use USE
Crude .

oil Refining Transport

Qil >
products

Non-energy Use
Coal )

Industry
g /
77777777777777 /=
Thermal ///
| elec.gen ///
(inc. CHP) !
Fossil \ = 7~ gy~~~ "7 7777
gas
Agriculture
+
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+
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Residential
Hydro o
,,,,,,,,,, commercial

District
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heat
(b) Primary energy supply (c) Energy end-use
(total: 1410 PJ) (total: 1150 PJ)

Transport
23%

Resid + comm'|
27%

Petroleum
37% Industry

21%

Ag + Forestry

Fossil gas 29%

25%

Energy flow diagrams for Austria in 2010, with a population of 8.4m. (a) Sankey ('spaghetti’) diagram, with renewable
energy flows shaded in green; energy flows involving thermal electricity shown dashed; (b) pie diagram of sources; (c) pie
diagram of end uses.

The contribution of hydropower and biomass (wood and waste) is greater than in most industrialized countries, as is the
use of heat produced from thermal generation of electricity (‘combined heat and power’, CHP). Energy use for transport
is substantial and very dependent upon (imported) oil and oil products; therefore, the Austrian government encourages
increased use of biofuels. Austria’s energy use increased by over 50% between 1970 and 2010, although the population
increased by less than 10%, indicating the need for greater efficiency of energy use.

Data sourcel www.iea.org[statisticd.
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2 System efficiency calculations can be most revealing and can pin-
point unnecessary losses. Here we define ‘efficiency’ as the ratio of
the useful energy output from a process to the total energy input to
that process. Consider electric lighting produced from ‘conventional’
thermally generated mains electricity and lamps. Successive energy
efficiencies would be: electricity generation ~30%, distribution
~90%, and incandescent lighting (energy in visible radiation, usually
with a light-shade) 4 to 5%. The total efficiency is about 1 to 1.5%.
Contrast this with the cogeneration of useful heat and electricity
(energy efficiency ~85%), distribution (~90%), and lighting in modern
low-consumption compact fluorescent (CFL) lights (~22%) or light
emitting diode (LED) lights (~80%). The total efficiency is now about
17 t0 60%, an energy efficiency improvement by factors of 10 to 40!
The total life cycle cost of the more efficient system will be much
less than for the conventional system, despite higher per unit capital
costs, because (i) less generating capacity and fuel are needed, and
(i) equipment (especially lamps) lasts longer (see Problems 1.2 and
1.3).

3 Energy managementis always important to improve overall efficiency
and reduce economic losses. No energy supply is free, and renewable
supplies are capital intensive. Thus, there is no excuse for wasting
energy of any form unnecessarily. Efficiency with finite fuels reduces
pollution; efficiency with renewables reduces capital costs
,, and contain further details and examples.

§1.4 SCIENTIFIC PRINCIPLES OF RENEWABLE
NERGY'

§1.1 and Fig. 1.1 indicate the fundamental differences between renew-
able (green) and finite (brown) energy supplies. As a consequence, the
efficient use of renewable energy requires the correct application of
certain principles; for instance, to realize that the potential for a par-
ticular renewable energy supply at a site depends on first understand-
ing and quantifying the natural environmental energy flows at that site
(e.g. wind speeds, solar irradiance). This usually requires at least a
year of measurement, but may be evaluated from established records
(e.g. meteorological records). The same is true for the use of wastes
(e.g. animal slurry for biogas). Diagrammatically, in the energy
current ABC must be assessed before the diverted flow through DEF is
established.
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81.4.1 Dynamic characteristics

End-use requirements for energy vary with time. For example, electricity
demand on a power network often peaks in the mornings and evenings,
and reaches a minimum through the night. If power is provided from
a finite source, such as oil, the input may be adjusted in response to
demand. Unused energy is not wasted, but remains with the source fuel.
However, with renewable energy systems, not only does end-use vary
uncontrollably with time but so too does the natural supply in the environ-
ment. Thus, a renewable energy device must be matched dynamically at
both D and E of| Fig. 1.1|; the characteristics will probably be quite differ-
ent at both interfaces.lChaQter 15| reviews the many methods available
for such matching, including energy storage; analysis of these dynamic

effects for specific technologies is given in most chapters.
The major periodic variations of renewable sources are listed in[Table 1.3,
but precise dynamic behavior may be affected by local irregularities.

Table 1.2 Intensity and frequency properties of renewable sources

System Major Major variables Power Comment Text
periods relationship reference
Direct 24 h, 1y Solar beam irradiance G,* P < G} cosé, Daytime only 82.5
sunshine (W/m?2); Angle of beam from P max- = TkW/
vertical 6, m?
Diffuse 24 h, 1y Cloud cover, P<<G; Significant energy, 82.8
sunshine perhaps air pollution P <300 W/ however
mZ
Biofuels Ty Soil condition, insolation, Stored energy  Very many 89.6
water, plant species, ~10 MJ/kg variations; linked to
wastes agriculture and forestry
Wind 1y Wind speed u, P o uyf Highly fluctuating §38.3
Height nacelle above u,/u, = (z/h)  b~0.15 87.3
ground z;
height of anemometer
mast h
Wave 1y ‘Significant wave height’ H, Poe HZT High power density §11.4
wave period T ~50kW/m across wave
front
Hydro 1y Reservoir height H P HQ Established resource 86.2
water volume flow rate Q
Tidal 12 h 25 Tidal range R; contained Poc RZA Enhanced tidal §812.5
min area A; estuary length L, range if L /Yh = 36000 m'2 §12.3
depth h
Tidal-current power P uyf §12.4
Ocean Constant Temperature difference P o (AT)? Some tropical §13.3
thermal between sea surface and locations have AT~20°C,
gradient deep water, AT potentially harnessable but

at low efficiency
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Systems range from the very variable (e.g. wind power) to the highly
predictable (e.g. tidal power). Sunshine may be highly predictable in some
regions (e.g. Sudan) but somewhat random in others (e.g. the UK).

81.4.2 Quality of supply

We define quality as the proportion of an energy source that can be
converted to mechanical work. Thus, electricity has high quality because
when consumed in an electric motor, >90% of the input energy may be
converted to mechanical work, say, to lift a weight; the heat losses are
therefore small: <10%. The quality of nuclear, fossil, or biomass fuel in
a single-stage, thermal power station is moderate, because only about
33% of the calorific value of the fuel is transformed into mechanical work
and about 67% is lost as heat to the environment. If the fuel is used in
a combined cycle power station (e.g. methane gas turbine stage fol-
lowed by steam turbine), the quality is increased to ~50%. It is possible
to analyze such factors in terms of the thermodynamic variable exergy,
defined here as ‘the theoretical maximum amount of work obtainable, at
a particular environmental temperature, from an energy source’.

Renewable energy supply systems are divided into three broad classes.

1 Mechanical supplies, such as hydro [Chapter 6| . wind [Chapters 7
and 8), wave , and tidal power dChaQter 12|. The mechan-
ical source of power is usually transformed into electricity at high effi-
ciency. The proportion of power in the environment extracted by the
devices is determined by the operational limits of the process, linked
to the variability of the source, as explained in later chapters. The
proportions are, typically, wind ~35%, hydro ~80%, wave ~30%, and
tidal (range) ~60%. These proportions relate to the capacity factor and
load hours of the devices (see §1.5.4 and| Table D4|id Appendix D|).

2 Heat supplies, such as biomass combustion kChagter 10b and solar
collectors and@). These sources provide heat at high effi-
ciency. However, the maximum proportion of heat energy extractable
as mechanical work, and hence electricity, is given by the second law
of thermodynamics and the Carnot Theorem, which assumes revers-
ible, infinitely long transformations. In practice, maximum mechanical
power produced in a dynamic process is about half that predicted by
the Carnot criteria. For thermal boiler heat engines and internal com-
bustion engines, maximum realizable quality is about 35%.

3 Photon processes, such as photosynthesis _and photochemistry
) and photovoltaic conversion . For example, solar
photons of a single frequency may be transformed into mechanical
work with high efficiency using a matched solar cell. In practice, the
broad band of frequencies in the solar spectrum makes matching dif-
ficult and photon conversion efficiencies of 25% are considered good.
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81.4.3 Dispersed versus centralized energy

A pronounced difference between renewable and finite energy sup-
plies is the energy flux density at the initial transformation. Renewable
energy commonly arrives with a flux density of about 1 kW/m? (e.g. solar
beam irradiance, energy in the wind at 10m/s), whereas finite centralized
sources have energy flux densities that are orders of magnitude greater.
For instance, boiler tubes in gas furnaces easily transfer 100 kW/m?,
and in a nuclear reactor the first wall heat exchanger must transmit
several MW/m?2. At end-use after distribution, however, supplies from
finite sources must be greatly reduced in flux density. Thus, apart from
major exceptions such as metal refining, end-use loads for both renew-
able and finite supplies are similar. In general, finite energy is most easily
’produceaﬁ centrally and is expensive to distribute. Renewable energy
is most easily ‘produced’ in dispersed locations and is expensive to
concentrate.

Thus, renewable energy technologies encourage dispersed and dis-
tributed energy systems. These are installed by companies and utilities,
for example, as wind farms (88.8), tidal current plant (812.4), sugar cane
mills (89.6), and also as smaller scale microgeneration of heat and/or
electricity by individuals, small businesses, and communities as alterna-
tives or supplements to traditional centralized grid-connected power.
Examples of microgeneration include photovoltaic arrays (85.3), com-
bined heat and power on industrial sites, and biogas on farms (§10.7).
A worldwide benefit, especially in developing countries, is that modern
renewable energy technologies enable remote communities to enjoy
benefits and services (e.g. lighting and telecommunications) previously
confined to urban populations. When renewables installations are of a
large scale of 500 MW or more (e.g. offshore wind farms, hydro gen-
eration, biomass thermal plants), then special transportation and elec-
tricity high-voltage transmission lines are needed; often these delivery
systems feed the energy to urban complexes.

§1.4.4 Complex (interdisciplinary) systems

Renewable energy supplies are intimately linked to the natural environ-
ment, which is not the preserve of just one academic discipline such as
physics or electrical engineering. Frequently it is necessary to cross disci-
plinary boundaries from as far apart as, say, plant physiology to electronic
control engineering. For example, modern sugar cane industries produce
not only sugar but also liquid fuel (ethanol). The complete process in a
rural society requires input from agricultural science and sociology, as
well as chemical, mechanical, and electrical engineering (se

and).
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81.4.5 Situation dependence

No single renewable energy system is universally applicable, since the
ability of the local environment to supply the energy and the suitability of
society to accept the energy vary greatly. It is as necessary to ‘prospect’
the environment for renewable energy as it is to prospect geological
formations for oil. Nevertheless, appraising the potential of renewables
resources is usually much easier and cheaper than prospecting for oil!
It is also necessary to conduct energy surveys of the domestic, agricul-
tural, and industrial needs of the local community. Particular end-use
needs and local renewable energy supplies may then be matched,
subject to economic and environmental constraints. In this respect
renewable energy is similar to agriculture. Particular environments and
soils are suitable for some crops and not for others, and the market pull
for selling the produce will depend upon particular needs. Thus, solar
energy systems in southern Italy should be quite different from those
in Belgium or indeed in northern Italy. Corn alcohol fuels may be suit-
able for farmers in Missouri but not in New England. The consequence
is that planning for optimum renewables supply and use tends to apply
to regions of distance scale ~250 km, but not 2500 km, because over
greater distances supply options are likely to change. Unfortunately,
large urban and industrialized societies have built up in ways that are
not well suited to such flexibility and variation for optimizing renewables
supply and demand.

§1.5 TECHNICAL IMPLICATIONS

§1.5.1 Prospecting the environment

The first step is a rapid appraisal of which renewables sources are in suf-
ficient quantities to warrant more detailed monitoring. The order of mag-
nitude formulae given in the relevant ‘technology’ chapters suffice for
this purpose. Owing to seasonal variations in most renewables options
(wet season to dry season or winter to summer), the resource (energy
flow) has to be monitored for at least a full year at the site in question.
For large-scale projects (e.g. hydro of ~100 MW), a decade or more of
data may be needed. Ongoing analysis must ensure that useful data are
being recorded, particularly with respect to dynamic characteristics of
the energy systems planned. Meteorological data are always important,
but unfortunately the sites of official stations are often different from
the energy-generating sites, and the methods of recording and analysis
are not ideal for energy prospecting. However, an important use of the
long-term data from official monitoring stations is as a base for compari-
son with local site variations. Thus, wind velocity may be monitored for
several months at a prospective generating site and compared with data
from the nearest official base station. Extrapolation using many years of
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base station data may then be possible. Nevertheless, long-term varia-
tions in weather occur, with the debate continuing about how much is
due to human-induced climate change.

Data unrelated to normal meteorological measurements may be dif-
ficult to obtain. In particular, flows of biomass and waste materials will
often not have been previously assessed, and will not have been con-
sidered for energy generation. In general, prospecting for supplies of
renewable energy requires specialized methods and equipment that
demand significant resources of finance and manpower. Fortunately the
links with meteorology, agriculture, and marine science give rise to a
considerable amount of basic information.

§1.56.2 End-use requirements and efficiency

Since no energy supply is cheap or occurs without some form of envi-
ronmental disruption, it is essential to use energy efficiently (often called
energy conservation). With electrical systems the end-use requirement
is called the load or demand; the size and dynamic characteristics of the
generation need to be matched to the load requirements. As explained
in, money spent on energy conservation and improvements
in end-use efficiency usually give better long-term benefits than money
spent on increased generation and supply capacity. The largest energy
requirements are usually for heat and transport. Both uses are associ-
ated with energy storage capacity in thermal mass, batteries, or fuel
tanks, and the inclusion of these components in energy system design
can greatly improve overall efficiency.

81.5.3 Matching supply and demand: energy systems and
control mechanisms

After quantification and analysis of the separate dynamic characteris-
tics of end-use demands and environmental supply options, the total
demand and supply are joined (integrated) as an ‘energy system’. The
following outline introduces key concepts of the practical systems dis-
cussed in later chapters, including (which deals in more
specific terms with energy grids, energy storage, and energy transmis-
sion). Several of the systems relate also to developments of ‘smart’
technology, which are being brought into utility supply of electricity from
grid networks. Such smart technology is also important for autonomous
systems.

The principles apply in some measure to supplies of heat and fuels, but
are immediately_applicable to matching electricity supply and demand.
Therefore, in we use the electrical symbol of (i) of an unstop-
pable ‘current supply’ (two intertwined circles) for renewables sources,
since the energy in the environment flows whatever the need; (ii) of a
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constant voltage ‘battery’ (two parallel lines) for finite sources (fossil
fuels and nuclear); (iii) of feedback control (a diagonal cross within a
circle), with a + sign for positive feedback, and a — sign for negative
feedback.

. Matching the demand efficiently to the renewables supply
is important because: (i) the capital cost of the renewables generation is
a dominant factor, and so the capacity, and hence cost, of the genera-

(a)
Environmental
source
(b)
L vVl \
| Feedback control
Finite
source
& S
v by
Feedback control |
Spilt energy
(d) Feedforward

control

Matching renewable energy supply to end-use: simplified schematic diagram to illustrate control mechanisms. Symbols: @
energy (current) source, ® control device, ———energy flow, — — —— control link (electronic or mechanical).

a Maximum energy flow for minimum size of device or system requires low resistance to flow at D, E, and F (note: D, E,
and F correspond to the same points in the ‘diverted flow' o ).

b Negative feedback control for a system with finite sources allows fuel to be saved as load decreases.
¢ Negative feedback for a system with purely renewable input spills energy beyond that required by the load.

Positive feedforward load management control of the supply, separating ‘high-priority” and ‘low-priority’ loads, so that total
load at E may be matched to the available supply at D at all times.
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e Energy storage allows the dynamic characteristics of end-use to be decoupled from
the supply characteristics.

f Alarge grid system can incorporate both feedback (to adjust the supply to the
demand) and feedforward (to switch on ‘low-priority’ loads only when the supply is
adequate).

tor should not be excessive; (i) the energy flow (the power), although
essentially cost-free at source, needs to pass efficiently to the end-use
demand; therefore the resistances to energy flow at D, E, and F should
be small.

. Negative feedback control from demand to supply is normal
with fossil energy systems. For example, in an automobile, the driver
uses the accelerator to decrease the fuel supply if the vehicle speed is
increasing too fast (i.e. a negative relationship).

. For a renewable energy supply, negative feedback, as in (b),
results in potentially useful energy being wasted or ‘spilt’. This is because
renewable energy is a flow or current source in the environment that may
only be diverted but not stopped. For example, a wind turbine operating at
less than maximum capacity may produce more electricity than the load
requires; thus controlling it negatively wastes the opportunity for more
cost-free energy.
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Here feedforward load management control of the renew-
able energy supply separately services ‘high-priority’ and ‘low-priority’
loads. The ‘low-priority’ loads are sized so that automatic adjustments
will enable the total load to match the available supply at D at all times.
Suitable low-priority loads have storage capacity (e.g. a hot water tank or
deep-freeze), or will tolerate interrupted supply (e.g. a clothes washer).
The supplier encourages users to connect such loads by offering electric-
ity at reduced tariffs. This method is familiar as ‘off-peak’ utility grid elec-
tricity, and as with some autonomous systems, such as the wind-based
system on the small Scottish Island of Fair Isle (se), and with
some mini-hydro systems (86.6).

. An obvious way to match supplies and demands that have
different dynamic characteristics, and yet not to lose otherwise ‘harness-
able’ energy, is to incorporate storage (see.

The great majority of renewable energy electricity genera-
tors are grid-connected to utility networks. This includes microgenera-
tors, so allowing immediate import when the microgenerator supply is
insufficient to meet demand and immediate export when there is more
than sufficient generation. The result is to decouple local supply from
local demand. By so using the grid for both the export and import of
energy, the grid becomes a ‘virtual store’. Moreover, there is still the
benefit of having switchable loads to optimize the on-site use of the
microgeneration.

81.5.4 Efficiency, capacity factors and resource potential of
renewable energy devices

(a) Efficiency

A common question from the public is: 'How efficient are renewable
energy devices, for instance, wind turbines and solar panels?’ However,
what appears to be a simple question cannot be answered so easily.
Neither is it easy to answer questions like ‘How efficient is that motor
car?’ or 'How efficient is that athlete?, or 'How efficient is that electric
clock?’ Questions like these are never simple, especially as the ques-
tioner often means: ‘Is that device cost-effective?’ Suggested responses
to a questioner are given as follows.

Does ‘efficiency’ matter? It seems obvious at first sight that techno-
logical devices should be ‘efficient’. However, this word means different
things to different people about different technologies, as the exam-
ples below illustrate for energy generation devices. For a refrigerator, for
example, the concept of efficiency includes considering if the volume
is sufficient for the needs, if the door opens and closes easily, and if
the electricity consumption is acceptable. In practice, many factors are
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relevant. Decisions are made by comparing one device with another until
a final option is selected; nevertheless, we still tend to say that we have
chosen the ‘most efficient refrigerator’.

The technical efficiency of an energy device usually means the useful
energy supplied as a fraction of the input energy. By this definition, the
best efficiencies of various common devices are as follows:

e Power stations (electricity to grid/heat input; with no use of rejected
heat): coal and oil ~35%, gas turbine ~45%, nuclear ~30%.

e Cars (motive energy/heat from combusted fuel) ~10%.

e Cyclist while racing (rate of motive energy/rate of food metabolism)
~7%.

e Regular cyclist over a year (annual motive energy/annual food metabo-
lism) <1%.

e Electricity generator (electricity out/shaft power in) ~95%.

e Bicycle (motive power out/pedal power in) ~85%.

* Incandescent electric light] (visible light out/electricity in) ~2.5%.

e Light emitting diode (LED) (visible light out/electricity in) ~12%.

From this range of answers it is clear that (i) ‘efficiency’ has to be
defined very carefully for each question, and (ii) important common
devices may have small efficiencies, but this does not prevent their
use. Moreover, the input energy usually does not include the energy to
sequester the fuel or food; if this is included, efficiencies may become
much less.

For renewable energy devices, we start by using the same simple
definition:

efficiency = useful energy supplied as a fraction of the input energy
Thus:

e Hydroelectric power station (electricity to grid/initial potential energy
of piped water onto the turbine rotor) ~90% (downstream water
passes with very little energy as it drops away from the turbine into
large open areas).

e \Wind turbine in moderate wind (electricity generated/kinetic energy of
unrestricted wind onto the rotor area) ~45% (cannot remove all kinetic
energy, since the air must continue to move away downstream).

e Solar water heater at midday, clear sky, tank temperature initially cold
(heat to hot water tank/incoming insolation) ~60%.

e Solar photovoltaic panel, midday, clear sky ~17% (electricity gener-
ated/solar radiation input of all wavelengths).

* \Wood-burning stove and in-room flue-pipe ~85% (heat passing to
room/heat of combustion of dry wood).
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e Biogas burner ~90% (heat from flame/heat of combustion of biode-
gradable input).

¢ Biomass thermal power station ~30% (electricity output/heat of com-
bustion of biomass input).

But are these values of efficiency of great significance, since the inputs
for renewable energy devices usually arrive without cost in the local
environment as rain, wind, sunshine, and waste? If we pay for the input
(e.g. fossil fuel), then device efficiency is very important, but if the inputs
are free, it is more important to assess the actual production of particu-
lar devices at specified sites. Moreover, the environmental inputs are
very variable, so the inputs are best averaged over time, usually a year.
We need parameters that allow the annual production of a device to be
assessed at particular sites, for which the term capacity factor (Z) or full
load hours (Tg) is used.

(b) Capacity factor (Z) and full load hours (TF)
Definitions are as follows:

energy delivered in a specified period
energy deliverable at full capacity (1.5)
in that period

capacity factor =

Normally the specified period is one year of 365 days
(365 dfy x 24 h/d = 8760 h/y), so:

energy delivered per year
energy deliverable at maximum (1.6)
capacity per year

(annual) capacity factor = 7=

and also

energy delivered per year

full load hours = 7 = rated capacity (1.7)
Hence:
annual capacity factor = full load hours (1.8)

365 h

The value of these parameters for a device depends both upon its own
efficiency and upon the climate at the site. Therefore, for instance:

e Hydroelectricity, continuous water, 1% maintenance downtime
Z~99% (T-~ 8700 h/y)

e Hydroelectricity, Scotland, with 30% water availability
Z~30% (T~ 2600 h/y)
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e \Wind turbine in central Germany (moderate winds)
Z~18% (T~ 1600 h/y)

e \Wind turbine in Wellington, New Zealand ('the windy city’)
Z~45% (Te ~ 3900 h/y)

e PV tracking solar panel in northern Chile (nearly cloudless)
Z~40% (T~ 3500 h/y)

e PV fixed orientation solar panel, central England (often cloudy)
Z~10% (T~ 880 h/y)

* Biomass combustion for thermal power plant Z~90% (Tr ~ 7900 h/y)

e Tidal range (barrage) power Z~25% (T~ 2200 h/y)

e \Wave power, vigorous site (potential) Z~30% (T~ 2600 h/y)

e Tidal stream (current) power (potential) Z~20% (T-~ 1800 h/y)

e QOcean thermal power (OTEC potential) Z~90% (Tr~ 7900 h/y)

Capacity factors are most frequently discussed in the case of electrical
power generation, but the concept may be applied more widely. Note
that solar devices can only capture sunshine in daytime, so if ‘year’
includes night-time, then Z(solar) is at most 50%, even for a perfect
device in an average day of 12 hours.

Note also that values of Zand Trare both independent of the capacity
of the device, so if their values for a particular site and technology are
considered small, increased output may only be obtained by increas-
ing the capacity of the installation. In addition, since the comparison is
with the maximum capacity of the device itself, these factors do not in
themselves give information about efficiency. They do, however, allow
different devices of the same technology to be compared, either by type
on the same site or by site with similar devices.

Obviously, manufacturers and device owners try to maximize Zand T
with values that approach the theoretical maxima, but there are usually
limitations owing to the particular technology and site and application.
attempts to summarize these factors.|Table D4 of{Appendix D)
indicates the range of Z found across the world for a range of technologies.

(c) The resource potential

The resource potential of a renewable device is the energy it can supply
per year. The resource may be estimated at any geographic scale, from
a household to the whole world. There are two common measures of
resource potential in a geographical area:

1 The theoretical potential is derived from natural and climatic (physical)
parameters (e.g. total solar radiation received on a continent’s surface).
The 'natural energy currents’ shown in are an example at
global scale. It is the upper limit of what may be produced from an
energy resource based on physical principles and current scientific
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Table 1.3 Factors influencing capacity factors

Technology Main natural limitations Best Useful ~ Comments
values Z values Z
Solar water heater Orientation, night-time, clouds, ~40% ~10% Just preheating water is useful
heated water temperature and usage
Solar electricity Orientation, night-time, clouds, ~40% ~10%
environmental temp (cold best), low
sun, shading
Hydroelectricity Water supply amount and ~95% ~15%
variability, drop (head) and length of
penstock
Pumped hydro Height and volume of water ~10% ~5%  The value for grid electricity
storage store; frictional loss in pipes is highest at periods of peak
supply
Wind turbine Average wind speed, variability ~40% ~20% (See 87.3)
of local wind, site characteristics
Biomass Water content of fuel (should be dry), ~90% ~40%
combustion heat secondary combustion of emitted
(e.g. stove or boiler)  gases
Biomass steam Type and continuity of supply, ~ 30% ~20% Main losses are intrinsic in the
boiler for electricity well-designed combustion chamber with waste  steam turbine or engine
fuel
Biogas heat Stable input of material to ~90% ~50% Very little loss of energy
anaerobic digester in the digester (§810.7.2)
Wave power Continuity of steady waves ~ 30% ~10% [Real experienced values
needed]
Tidal barrage power Natural periodicity of tides, ~25% ~15%  Output linked to tidal
tidal range at site, turbine efficiency periodicity, barrage allows
some changes in the timing
of supply
Tidal stream power Natural periodicity of tides, peak tidal ~20% ~10%  Output is time varying but
stream speed, turbine efficiency in predictable (§12.2)
open flow (cf. wind turbine)
Ocean thermal Small change in temperature ~95% ~80% Very small heat-engine
energy conversion between sea surface and deep water; conversion efficiency to
to electricity bio-deposits roughen pipes electricity and much pumping
SO expensive, continuous
operation possible in
principle at installed capacity;
minimal experience
Geothermal electricity Temperature and pressure of ~90% ~50% Heat engine limitations,

emitted subterranean water/steam

continuous operation
possible in principle

knowledge. It is the starting point from which apply restrictions for
siting, technical losses, environmental barriers, etc.

2 The technical potential is the amount of renewable energy output
obtainable by the full implementation of demonstrated technologies
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or practices in the specified region. No explicit reference is made to
costs, institutional policies, or other man-made barriers that may limit
take-up of the technology. From the technical potential, more practical
estimates can be made allowing for other constraints (e.g. avoiding
sites of scientific/ecological value, prioritizing biomass for food use
ahead of its use for energy, applying cost limits, etc.).

See Verbruggen et al. (2014) for a detailed discussion of these and other
related concepts.
Estimates of technical potential are given in later chapters of this book.
Numerous man-made barriers are discussed in
Several other indicators are discussed in|Chapter 15|and tabulated in

[Appendix

§1.6 STANDARDS AND REGULATIONS

Renewable energy developments and equipment are major aspects of
business and economies, which, as with so much else, benefit from
having agreed national and international standards and regulations.
Financiers (e.g. banks) and insurers require that all equipment meets
national and international standards. For instance, safety is always a prime
concern, so there are many requirements associated with the design and
construction of renewable energy equipment (e.g. wind turbine braking
and the electrical insulation of photovoltaic modules). Safety and other
government regulations are part of the institutional framework for energy
systems, which is discussed in.

The |EC (International Electrochemical Commission) is the inter-
national body that oversees many standards_in_all disciplines; it has a
special section for renewable energy (see I:http://wvvw.iec.ch/renewal
>), but of course many standards are common to a wider range of
technology.

§1.7 SOCIAL IMPLICATIONS

The Industrial Revolution in Europe and North America, as well as
industrial development in all countries, have profoundly affected social
structures and patterns of living. The influence of energy sources is a
driving function for such change. For instance, there is a historic relation-
ship between coal-mining and the development of industrialized coun-
tries. Norway and other similar countries have been greatly influenced
by hydropower. Denmark has found a major industry in wind turbine
manufacture. In the non-industrialized countries, relatively cheap oil sup-
plies became available in the 1950s at the same time as many countries
obtained independence from colonialism, so providing energy for their
development. Thus, in all countries, energy generation and its use have



http://www.iec.ch/renewables/
http://www.iec.ch/renewables/

28 Principles of renewable energy

led to profound changes in wealth and lifestyle. The need for secure
energy supplies is obvious, and supplies from a country’s own resources
support such security, in particular the renewable energy technologies
applicable in each country.

§1.7.1 Dispersed living

In 81.1 and 81.4.3 the dispersed and low energy flux density of renew-
able sources was discussed. Renewable energy arrives dispersed in the
environment and is difficult and expensive to concentrate. By contrast,
finite energy sources are energy stores that are easily concentrated at
source and expensive to disperse. Thus, electrical distribution grids from
fossil fuel and nuclear sources have tended to radiate from central, inten-
sive distribution points, typically with ~1000 MW capacity. Industry has
developed on these grids, with heavy industry closest to the points of
intensive supply. Domestic populations have grown in response to the
employment opportunities of industry and commerce. Similar effects
have occurred with the relationships between coal-mining and steel pro-
duction, oil refining and chemical engineering, and the availability of gas
supplies and urban complexes.

This physical review of the effect of the primary flux density of energy
sources suggests that the widespread application of renewable energy
will favor dispersed, rather than concentrated, communities. Links with
agriculture are likely to be important. Electricity grids in such situations
may have input from smaller scale, embedded generation (i.e. ‘'micro-
generation’) and larger scale commercial developments of wind and solar
farms, of generation from biomass and wastes, and of marine energy
technology. On such grids, power flows variably in both directions
according to local generation and local demand. Some renewable energy
sources, notably solar, are suited to microgeneration in both urban and
rural areas. Others (e.g. biomass) rely on energy flows that are generally
more accessible in rural areas. Regions near the sea have in practice
many opportunities for power generation (e.g. from waves, tides, and
offshore wind farms).

Nevertheless, more than half of the world’s population now live in
urban areas (including at least 40% of the populations of Africa and Asia,
which were still largely rural 30 years ago), and to date this proportion
continues to increase. Modern renewable energy technology can serve
the cities in which most people now live, not only through microgenera-
tion and smart grids (815.4.3) but also through the large-scale harnessing
of hydropower, wind power, and bioenergy at sites where those energy
flows are plentiful and with modern means of transmitting energy, as
outlined in. Thus, RE will be important to future populations,

both urban and rural.
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81.7.2 Pollution and environmental impact

Harmful emissions may be classified as chemical (as from fossil fuel and
nuclear power plant), physical (including acoustic noise and radioactivity),
and biological (including pathogens).

Such pollution from energy systems is overwhelmingly a result of
using ‘brown’ fuels, both fossil and nuclear. This applies in particular
to the greenhouse gas (GHG) emissions, which are a major cause of
potentially dangerous climate change. As pointed out in §1.2.1 and
further discussed in reducing GHG emissions is one of
the major driving forces behind the growing demand for renewables
technologies.

Renewable energy is always extracted from flows of energy
already compatible with the environment ). The energy is then
returned to the environment, so no thermal pollution can occur on any-
thing but a small scale. Likewise, material and chemical pollution in
air (and, in particular, GHG emissions), water, and refuse tend to be
minimal. An exception is air pollution from the incomplete combus-
tion of biomass or refuses (se). Environmental pollution
does occur if brown energy is used for the materials and manufac-
ture of renewable energy devices, but this is small over the lifetime
of the equipment and will decrease in proportion to the adoption of
renewables.

The maijority of renewable technologies produce significantly fewer
conventional air and water pollutants than fossil fuels, but neverthe-
less impact upon the environment by being sited within large areas
of land as, for example, reservoir hydropower (which can also release
methane from submerged vegetation) and biofuels. Some renewables,
especially wind power, do not interrupt the regular use of land for agri-
culture or recreation. In contrast, fossil fuel mining (especially of coal
and uranium) has very negative impacts upon the surrounding land and
its use.

There may also be some impacts upon water resources. For example,
limited water availability for cooling thermal power plants decreases
their efficiency, which can affect plants operating on coal, biomass, gas,
nuclear, and concentrating solar power. There have been significant
power reductions from nuclear and coal plants during periodic droughts
in the USA and France. However, electricity production from wind and
solar PV requires very little water compared to thermal conversion tech-
nologies, and has no impacts upon water quality.

The environmental impact of a renewable energy system depends on
the particular technology and circumstances. \WWe consider these aspects
in the final section of each technology chapter. General institutional
factors, often related to the abatement of pollution, are considered in

[Chapter 17
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§1.7.3 The future

We know that many changes in social patterns are related to energy
supplies. We may expect further changes to occur as renewable energy
systems become even more widespread. The influence of modern
science and technology ensures that there are considerable improve-
ments to older technologies, and subsequently standards of living can be
expected torise, especially in rural and previously less developed regions.
It is impossible to predict exactly the long-term effect of such changes
in energy supply, but the sustainable nature of renewable energy should
produce greater socioeconomic stability than has been the case with
fossil fuels and nuclear power. In particular we expect the great diversity
of renewable energy supplies to be associated with a similar diversity in
local economic and social characteristics. We certainly agree with one of
the major conclusions of IPCC (2011), namely:

There are few, if any, technical limits to the planned integration
of renewable energy technologies across the very broad range of
present energy supply systems worldwide, though other barriers
[e.g. economic and institutional] may exist.

Future prospects for renewable energy are further discussed in the
concluding section (§17.8) of this book.

CHAPTER SUMMARY

Renewable energy is energy obtained from natural and persistent flows of energy occurring in the
immediate environment. Examples of such energy flows include solar radiation, wind, falling water,
biomass, and ocean tides.

Sustainable development means living, producing, and consuming in a manner that meets the needs
of the present without compromising the ability of future generations to meet their own needs. A major
threat to sustainable development is climate change caused by greenhouse gases emitted from fossil
fuels. This and the finite nature of fossil and nuclear fuel materials make it essential to expand renewable
energy supplies and to use energy more efficiently.

Comparison of the energy required per person with the natural energy flows from the Sun and
other renewable sources suggests that renewable energy supplies may provide a satisfactory standard
of living for all, but only if methods exist to extract, use, and store the energy satisfactorily at realistic
costs.

Failure to understand the distinctive scientific principles for harnessing renewable energy will almost
certainly lead to poor engineering and uneconomic operation. Energy supply should not be considered
separately from end-use. Energy management is important to improve overall efficiency and reduce
economic losses. Efficiency with finite fuels reduces pollution; efficiency with renewables reduces capital
costs. With renewable energy systems, not only does consumers’ end-use vary uncontrollably with time
but so too does much of the natural supply in the environment. Renewable energy commonly arrives at
about 1 kW/m?, whereas finite centralized sources have much greater energy flux densities; therefore,
renewables generation and supply will be spread over dispersed areas and situations.




For individuals, modern renewable energy technologies encourage self-generation and local energy
systems (microgeneration). Modern renewable energy technology can serve not only rural areas, but
also the cities in which most people now live, through microgeneration and smart grids. Larger scale
harnessing of hydropower, wind power, and bioenergy at sites where those energy flows are plentiful
utilizes modern means of transmitting and delivering the energy to urban complexes and larger industry.
Historical precedent suggests that the major growth of renewables will influence social structures and

national economies.

The first step in designing a renewable energy supply is the rapid appraisal of which renewable sources
are in sufficient quantities to warrant more detailed monitoring. Owing to seasonal variations in most RE
flows, good engineering design requires monitoring of the resource for at least a full year at the site in

question.
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QUICK QUESTIONS

Note: Answers are in the text of the relevant sections of this chapter, or
may be readily inferred from them.

1 Considering primary resources, what distinguishes renewable energy
from fossil and nuclear fuels?

2 Other than price, what other factors influence the acceptance of an
energy supply?

3 Compare the per capita energy consumption of your own country
with two countries in other continents.

4 Name five independent ultimately primary sources of energy.

5 Compare the energy consumption per unit of useful light of incan-
descent, fluorescent, and light emitting diode lights.

6 Explain the thermodynamic ‘quality’ of an energy supply and how
this affects its use.

7 Whatis ‘smart’ technology and how can it benefit the uptake and use
of renewable energy?

8 What is capacity factor and how does it relate to full load hours per
year?

9 What is ‘energy security’? Compare this for fossil fuels, nuclear
power, and renewable energy.

10 Compare the environmental impact (including noise and pollution) of
energy generation from fossil fuels, nuclear power, and renewable
energy.

PROBLEMS

1.1 (a) Show that the average solar irradiance absorbed during 24

hours over the whole of the Earth's surface is about 230 \WWm2

(see).
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1.2

1.3

(b) Using devices, the average local power accessible can be
increased e.g. by tilting solar devices towards the Sun and by
intercepting winds. Is it reasonable to state that ‘each square
metre of the Earth’s habitable surface is crossed or accessible
to an average flux of about 500W'?

Compare the direct costs to the consumer of using:

(a) a succession of ten 100 W incandescent light bulbs with an
efficiency for electricity to visible light of 5%, life of 1000
hours, price 0.5 Euro;

(b) one compact fluorescent lamp (CFL) giving the same illumina-
tion at 22% efficiency, life of 10,000 hours, price 3.0 Euro: use
a fixed electricity price of 0.10 E/kWh;

(c) Calculate the approximate payback time in lighting hours of
(b) against (a). (See also Problem 17.1 which allows for the
more sophisticated discounted costs.)

Repeat the calculation of problem 1.2, with prices of your local
lamps and electricity. Both the price of CFLs in local shops and of
electricity vary markedly, so your answers may differ significantly.
Nevertheless, it is highly likely that the significant lifetime savings
will still occur.

The following Problems, marked * are particularly suitable for class
discussion:

*1.4

*1.5

*1.6

*1.7

Economists argue that as supplies of oil reserves grow less, the
price will go up, so that demand falls and previously uneconomic
supplies would come into production. This tends to make the
resource last longer than would be suggested by a simple calcu-
lation (based on ‘today’s reserves’ divided by ‘today’s use’) . On
the other hand, demand increases driven by increased economic
development in developing countries tend to shorten the life of
the reserve. Discuss.

Is your lifestyle sustainable? If not, what changes would make it
so?

Can we expect renewable energy supplies to be universally appli-
cable? Clarify your answer by explaining which renewables are
most applicable in your home area.

Predict the energy supplies in 30 years’ time for the region where
you live and explain why changes may have occurred.
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NOTES

El Readers who encounter an occasional technical term unfamiliar to them which is not explained in the sur-
rounding text are advised to consult the Index for further guidance.
Although ‘energy production’ is the industry-standard word, it is a fundamental physical principle that energy
can only be transformed from one form to another, not ‘produced’.
Efficiency and efficacy of lighting are complex with various definitions; ballpark dimensionless figures are
given here; for more details, sed http://en.wikipedia.org/wiki/Luminous efficac{.
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usage and future prospects for RE. On principles, see especially ch. 1. Also includes a useful Glossary.

Kishore, V.V.N (ed.) (2009) Renewable Energy Engineering and Practice, Earthscan, Abingdon. Another multi-
author tome (~900 pages); more advanced level than this book, as ‘aimed at practioners’.

Kreith, F. and Goswami, D.Y. (eds) (2007) Handbook of Energy Efficiency and Renewable Energy, CRC Press,
London. Door-stopping multi-author work (>1000 pages!), comprehensive and detailed, but still readable,
though sometimes with US emphasis.

Serensen, B. (2011, 4th edn) Renewable Energy, Academic Press, London. Outstandingly the best theoretical
text at postgraduate level, considering energy from the environment to final use.

Tester, J.W., Drake, E., Driscoll, M., Golay, M. and Peters, W. (2012, 2nd edn) Sustainable Energy: Choosing
among options, MIT Press, Cambridge, MA. Wide-ranging text, including chapters not only on individual RE
technologies but also fossil fuels, and nuclear power, and global environment, economics, and energy systems.

Energy, society, and the environment (including ‘sustainable development’)
See also the bibliography for Chapter 17.

Cassedy, E.S. and Grossman, P.G. (2002, 2nd edn) Introduction to Energy: Resources, technology and society,
Cambridge University Press, Cambridge. Good non-technical account for ‘science and society’ courses.

Elliott, D. (ed.) (2010) Sustainable Energy: Opportunities and limitations, Palgrave Macmillan, Basingstoke. Brief
survey of technologies, but more extensive discussion of institutional and societal aspects; UK focus.

Everett, R., Boyle, G., Peake, S. and Ramage, J. (eds) (2011, 2nd edn) Energy Systems and Sustainability: Power
for a sustainable future, Oxford University Press, Oxford. Good non-technical account for ‘science and society’
courses.
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Goldemberg, J. and Lucon, J. (2009, 2nd edn) Energy, Environment and Development, Routledge, London.
Wide-ranging and readable exposition of the links between energy and social and economic development and
sustainability, with consideration of equity within and between countries by Brazilian experts.

Houghton, J.T. (2009, 4th edn) Global Warming: The complete briefing, Cambridge University Press, Cambridge.
Straightforward and didactic. Harmonises with the official IPCC Reports (Houghton was Chair of IPCC).

Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (2014). See also the IPCC Fourth
Assessment Report (2007), especially its ‘Summary for Policy Makers: Synthesis report’. See IPCC website
listed below; the full report is in three large volumes, published by Cambridge University Press.

McNeill, J.R. (2000) Something New under the Sun: An environmental history of the twentieth century, Penguin,
London. The growth of fossil fuel-fired cities and their impacts on water, air, and the biosphere.

Von Weizsacker, E., Lovins, A.B. and Lovins, H. (2000) Factor Four: Doubling wealth, halving resource use,
Penguin, London. Explores the wider social and political issues of energy supply, especially those associated
with renewable and nuclear supplies.

World Commission on Environment and Development (1987) Our Common Future, Oxford University Press,
Oxford (the ‘Bruntland Report’). A seminal work, warning about the key issues in plain language for politicians.

Official publications (including energy statistics and projections)

See also below under journals and websites, as many official publications, especially those of a statistical nature,
are updated every year or two.

United Nations agencies produce a wide range of essential publications regarding energy, nearly all of which are
freely downloadable. These are especially important for data. For instance, we recommend the following:

United Nations World Energy Statistics Yearbook, annual. Gives statistics of energy consumption around the
world, classified by source, country, continent, etc., but counts only ‘commercial energy’ (i.e. excludes firewood,
etc.). Online (with much other energy data) al http://unstats.un.orq/unsd/enerq\,l/.

Government publications are always important; see e.g. the UK Department of Energy Series of Energy Papers.
Such publications are usually clearly written and include economic factors at the time of writing. Basic principles
are covered, but usually without the details required for serious study. (Annual updates of many government and
UN publications are also available through the corresponding websites.)

World Energy Council (2001) Survey of World Energy Resources. Compiled every five years or so by the WEC,
which comprises mainly energy utility companies from around the world; covers both renewable and non-
renewable resources.

International Energy Agency, World Energy Outlook (annual), Paris. Focus is on fossil fuel resources and use,
based on detailed projections for each member country, and for those non-member countries which are signifi-
cant in world energy markets (e.g. OPEC and China). IEA Energy statistics are freely available online at

iea.org/statisticsj.

Do-it-yourself publications

There are many publications available to the general public and enthusiasts, mostly focused on one particular RE
technology. Do not ignore these, but take care if the tasks are made to look easy. Many of these publications give
stimulating ideas and are attractive to read.
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Specific reference

Verbruggen, A., Fischedick, M., Moomaw, W., Weir, T., Nadai, A., Nilsson, L.A., Nyboer, J. and Sathaye, J. (2010)
'Renewable energy costs, potentials, barriers: Conceptual issues’, Energy Policy, 38, 8560-861 (February), DOI:
10.1016/j.enpol.2009.10.036.

Journals, trade indexes, and websites

Renewable energy and, more generally, energy technology and policy are continually advancing. For serious
study it is necessary to refer from time to time to the periodical literature (journals and magazines). Websites of
key organizations, such as those listed below, also carry updates of some of the key references, especially those
of a statistical nature.

We urge readers to scan the serious scientific and engineering journals (e.g. New Scientist, Annual Review
of Energy and the Environment), and magazines (e.g. Electrical Review, Modern Power Systems, Renewable
Energy World). These publications regularly cover renewable energy projects among their general articles. The
magazine Renewable Energy Focus, published for the International Solar Energy Society, carries numerous
well-illustrated articles on all aspects of renewable energy. The series Advances in Solar Energy, published by
the American Solar Energy Society, comprises annual volumes of high-level reviews, including all solar tech-
nologies and some solar-derived technologies (e.g. wind power and biomass). There are also many specialist
and academic journals, such as Renewable and Sustainable Energy Reviews, Solar Energy, Wind Engineering,
Renewable Energy, and Biomass and Bioenergy, referred to in the relevant chapters.

As renewable energy has developed commercially, many indexes of companies and products have been pro-
duced; most are updated annually (e.g. European Directory of Renewable Energy Supplies and Services, annual,
ed. B. Cross, James and James, London).

www.iea.org

The International Energy Agency (IEA) comprises the governments of about 20 industrialized countries; its
publications cover policies, energy statistics, and trends, and to a lesser extent technologies; it also coordinates
and publishes much collaborative international R&D, including clearly written appraisals of the state of the art of
numerous renewable energy technologies. Its publications draw upon detailed inputs from member countries.

WWW.irena.org

The International Renewable Energy Agency was founded in 2009 as an intergovernmental agency to promote
renewable energy. Produces many useful reports.

| WWW. Worldenerqv.ord
The World Energy Council comprises mainly energy utility companies from around the world, who cooperate to
produce surveys and projections of resources, technologies, and prices.

The Intergovernmental Panel on Climate Change (IPCC) is a panel of some 2000 scientists convened by the
United Nations to report on the science, economics, and mitigation of greenhouse gases and climate change;
their reports, issued every five years or so, are regarded as authoritative. Summaries are available on the website.

|www.practicalaction.ord
Formerly known as ITDG, the Intermediate Technology Development Group. Develops and promotes simple and
cheap but effective technology — including renewable energy technologies — for use in rural areas of developing
countries. They have an extensive publication list plus online ‘technical briefs'.
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www.ewea.org

The European Wind Energy Association is one of many renewable energy associations, all of which have useful
websites. Most such associations are ‘trade associations’, as funded by members in the named renewable
energy industry. However, they are aware of the public and educational interest, and so have information and
give connections for specialist information.

www.ren21.ne

The Renewable Energy policy network. See especially their annual Global Status Report.
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http://www.ren21.net
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§2.17 INTRODUCTION

This chapter explains how solar radiation links the Earth with the Sun
and how the Earth’s atmosphere controls this energy flux. Later chap-
ters show how the received solar radiation (sometimes called insolation)
powers renewable energy devices.

The main aim of this chapter is to calculate the insolation available as
input to a solar device at a specific location, orientation, and time.

Solar radiation reaches the Earth’s surface at a maximum flux density
(irradiance) of about 1.0 kW/m? in a wavelength band between 0.3 and
2.5 um. The spectral distribution is determined by the ~6000 K surface
temperature of the Sun; it is called shortwave radiation and includes
the visible spectrum. This solar irradiance at ground level varies from
about 3 to 30 MJ/(m? day), depending on place, time, and weather.
Its ‘thermodynamic quality’ relates to the extreme ‘white-hot temper-
ature’ of the source and so is much greater than from conventional
engineering sources. The flux may be used both thermally e.g. for heat
engines (see 84.8) and for photophysical and photochemical processes

i.e. photovoltaic electricity and the photosynthesis of biomass (see
andd).

How radiation is transmitted through a cloudless atmosphere depends
on (a) the frequency of the radiation, and (b) the radiation absorptance of the
gases and vapours present. Consequently, gases (including water vapor)
in the atmosphere cause the Earth’s surface temperature to increase on
average about 30°C more than with no atmosphere (see 82.9.1). These
transmission and absorption characteristics of the atmosphere have simi-
larities with glass, so the extra warming is called the ‘greenhouse effect’,
and the gases concerned are called greenhouse gases (GHGs).

The greenhouse effect is a natural characteristic of the Earth, and of
crucial importance for global sustained ecology, because the ‘normal’
temperature increase allows most surface water to be liquid rather
than solid. However, the magnitude of the greenhouse effect depends
critically upon the atmospheric concentration GHGs, in particular H,O
and CO,,.

However, the continuing rapid utilization of fossil fuels in the past
200 years has caused atmospheric CO, concentration to increase
well beyond levels found in the previous million years. Such externally
imposed changes perturb the Earth system’s radiation balance by radia-
tive forcing (i.e. an effective net increase in total irradiance caused by an
added atmospheric component).

As authoritatively documented, for example, by IPCC (2007), this is
forcing an increase in the mean temperature at the Earth’'s surface,
so precipitating climate change (see 82.9). Replacing fossil fuels with
renewable energy reduces this forcing, so reducing the likelihood of
harmful social and environmental effects (see §1.2 an).
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We start by discussing how much radiation is available outside the
Earth’s atmosphere (82.2). The proportion that reaches a device depends
mostly on time of day, geometric factors including orientation and latitude
(82.4, §2.5), weather, clouds, and atmospheric absorption, for example,
by water vapor (82.6). In 82.7 and 82.8 we consider the instrumental
measurement of solar radiation and how to use other meteorological
data to estimate insolation. 82.9 briefly examines some basic physics

and observations of the greenhouse effect and climate change. The most
basic information for engineering purposes is contained i (daily
insolation) and (the solar spectrum). In addition, Review R3

describes many of the radiation parameters used in this chapter.

§2.2 EXTRA-TERRESTRIAL SOLAR RADIATION

€ 2000
&
|
S
z 1000
*w‘é !
-’I 1 1 I
0 03 1 2 3
Wavelength A/um
Fig. 2.

Spectral distribution of extra-
terrestrial solar irradiance,
G",,. Area under curve equals
1366+2 W/m?

Data source: Gueymard 2004.

Nuclear fusion reactions in the active core of the Sun produce inner tem-
peratures of about 107 K and an inner radiation flux of uneven spectral
distribution. This internal radiation is absorbed in the outer passive layers
which are heated to about 5800 K and so become a source of radiation
with a relatively continuous spectral distribution. The radiance from the
Sun at the Earth distance varies through the year by +4% due to the
slightly non-circular path of the Earth around the Sun. It also varies by
perhaps = 0.3%/y due to sunspots; over the life of the Earth there has
been probably a natural slow decline of very much less annual signifi-
cance (Forster and Ramaswamy 2007). None of the variations is signifi-
cant for solar energy applications, for which we consider extra-terrestrial
solar irradiance to be constant.

shows the spectral distribution of the solar irradiance at the
Earth mean distance, uninfluenced by any atmosphere. Note how this
distribution is like that from a black body at 5800 K in shape, peak wave-
length, and total power emitted (cf.. The area beneath this
curve is the solar constant G,* = 1366 +2 Wm=2. This is the radiant flux
density (RFD) incident on a plane directly facing the Sun and outside the
Earth's atmosphere at a distance of 1.496 x 108 km from the Sun (i.e. at
the Earth’s mean distance from the Sun).

The solar spectrum may be divided into three main regions:

1 Ultraviolet region (A < 0.4 um) ~5% of the irradiance
2 Visible region (0.4 um <A < 0.7 um) ~43% of the irradiance
3 Near infrared) region (A > 0.7 um) ~52% of the irradiance.

The proportions given above are as received at the Earth’s surface with
the Sun incident at about 45 degrees. The contribution to the solar radia-
tion flux from wavelengths greater than 2.5 um is negligible, and all three
regions are classed as solar shortwave radiation.

For describing_interactions at an atomic level as in|Chapter 5|for pho-
tovoltaics and in Chaéter Q for photosynthesis, it is useful to portray the
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radiation as individual photons of energy E = hc/A. Then the range from
0.3 um to 2.5 um corresponds to photon energies of 4.1 eV to 0.50 eV.

§2.3 COMPONENTS OF RADIATION

Solar radiation incident on the atmosphere from the direction of the
Sun is the solar extra-terrestrial beam radiation. Beneath the atmos-
phere, at the Earth’s surface, the radiation will be observable from the
direction of the Sun’s disc in_the direct beam, and also from other
directions as diffuse radiation. is a sketch of how this happens.
Note that even on a cloudless, clear day, there is always at least 10%
diffuse irradiance from molecular scattering, etc. The ratio between the
beam irradiance and the total irradiance thus varies from about 0.9 on a
clear day to zero on a completely overcast day. The practical distinction
between the two components is that only the beam component can be
focused, so that systems that rely on concentrating solar power (§4.8)
work well only in places with generally clear skies and a strong beam
component.

It is important to identify the various components of solar radiation and
the plane on which the irradiance is being measured. We use subscripts
as illustrated in: b for beam, d for diffuse, t for total, h for the
horizontal plane, and c for the plane of a collector. The asterisk * denotes
the plane perpendicular to the beam. Subscript O denotes values outside
the atmosphere in space. Subscripts cand tare assumed if no subscripts
are given, so G (no subscript) = G,

Fig. 2.4 shows that:

<

G,.= G, cosb (2.1)

where 0 is the angle between the beam and the normal to the collector
surface. In particular,

G,, = G, cosb, (2.2)

where 6, is the (solar) zenith angle between the beam and the vertical.
The total irradiance on any plane is the sum of the beam and diffuse
components:

G[= Gb+ Gd (2.3)
Ay
Sun -
D'II Cloud and dust
blrect P * X
eam ﬁ Diffuse

Origin of direct beam and diffuse radiation.
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Definition sketch for latitude ¢
and longitude v (see text for
detail).
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Fig. 2.

Techniques to measure various components of solar radiation. The detector is assumed
to be a black surface of unit area with a filter to exclude longwave radiation. (a) Diffuse
blocked. (b) Beam blocked. (c) Total.

See 82.8 for more discussion about the ratio of beam and diffuse
insolation.

§2.4 GEOMETRY OF THE EARTH AND THE SUN

82.4.1 Definitions

It is helpful to mark points and planes on an actual sphere, as in|Figs 2.4|
and E

Fig. 2.4 shows the Earth. It rotates in 24 hours about its own axis,
which defines the points of the north and south poles N and S. The axis
of the poles is normal to the Earth's equatorial plane. In Cisthe
center of the Earth. The point P on the Earth’s surface is determined by
its latitude ¢ and longitude; ¢ is positive for points north of the Equator,
negative south of the Equator. By international agreement, wis measured
positive eastwards from Greenwich, England. The vertical north—south
plane through P is the local meridional plane. E and G in are the
points on the Equator having the same longitude as P and Greenwich
respectively.
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21 Dec.//

21 June

21 March

The Earth revolving around the Sun, as viewed from a point obliquely above the orbit (not
to scale!). The heavy line on the Earth is the equator. The adjectives ‘autumnal, vernal
(spring); summer and winter’ may be used to distinguish equinoxes and solstices, as
appropriate for the season and hemisphere. Note that the summer and winter solstices
are respectively the longest and shortest days of the year, and in some years occur on
the 22nd day of the month rather than on the 21st.

Noon solar time occurs once every 24 hours, when the meridional
plane CEP includes the Sun, as for all points having that longitude.
However, civil time is defined so that large parts of a country, covering
up to 15° of longitude, share the same official time zone. Moreover,
resetting clocks for ‘'summertime’ means that solar time and civil time
may differ by more than one hou

The hour angle w at P is the angle through which the Earth has rotated
since solar noon. Since the Earth rotates (360°/24h) = 15°/h, the hour
angle is given by:

o= (15°/h7)(t, . ~12h)
=(16°/h )t~ 12h) + o + (Y -y, ) (2.4)
where t . and t_ _are respectively the local solar and civil times (meas-

ured in hours), y,  _ is the longitude where the Sun is overhead when

1,6 1S NOON (i.e. where solar time and civil time coincide). @ is positive in
the evening and negative in the morning. The small correction term @,
is called the equation of time; it never exceeds 15 minutes and can be
neglected for most purposes (see Duffie and Beckman 2006). It occurs
because the ellipticity of the Earth’s orbit around the Sun means that
there are not exactly 24 hours between successive solar noons, although
the average interval is 24.0000 hours. (The effect of ellipticity on irradi-
ance is small: see Problem 2.6.)

The Earth orbits the Sun once per year, while the direction of its axis
remains fixed in space, at an angle g, = 23.45° away from the normal to
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N 6=-23.5°

Sun’s
radiation

S
21 March 21 June 21 Sept. 21 Dec.

Fig. 2.4

The Earth, as seen from a point further along its orbit. Circles of latitude 0°, £23.5°, +66.5°
are shown. Note how the declination § varies through the year, equalling extremes at
the two solstices and zero when the midday Sun is overhead at the Equator for the two
equinoxes (equal day and night on the Equator).

the plane of revolution|(Fig. 2.9). The angle between the Sun’s direction
and the equatorial plane is called the declination &, relating to seasonal
changes. If the line from the center of the Earth to the Sun cuts the
Earth’s surface at P in then dequals ¢, i.e. the declination is the
latitude of the point where the Sun is exactly overhead at solar noon.
Therefore , o varies smoothly from +§; = +23.45° at midsum-
mer in the northern hemisphere, to -§; = -23.45° at northern midwinter.
Analytically,

0= §, sin[360°(284 + n)/365] (2.5)

where nis the day in the year (n=1 on January 1).

82.4.2 Latitude, season, and daily insolation

The daily insolation H is the total energy per unit area received on a
surface in one day from the Sun:

H=]Gadt (2.6)

Fig. 2.7] illustrates how the daily insolation varies with latitude and
season. The seasonal variation at high latitudes is very great. The quan-
tity plotted is the clear sky solar radiation on a horizontal plane. lts sea-
sonal variation arises from three main factors:

1 Variation in the length of the day Problem 2.5 shows that the number
of hours between sunrise and sunset is:

N = (2/15)cos™ (-tang tand) (2.7)

At latitude ¢ =48°, for example, N varies from 16 hours in midsummer
to 8 hours in midwinter. In the polar regions (i.e. where |¢| > 66.5°)
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Latitude

Hy/(MJ m~2 day™")

J A D J FM A M J(Northern)
J F J J A S O N D(Southern)
Month

S O N
M A M

Variation with season and latitude of H,, the solar energy (daily insolation) received on a
horizontal plane on a clear day. In summer, H, is about 25 MJ m~2 day~' at all latitudes.
In winter, H, is much less at high latitudes owing to shorter day length, more oblique
incidence, and greater atmospheric attenuation. See also Fig. 2.15, which shows how
daily insolation varies with the slope of the receiving surface, especially for vertical
surfaces such as windows.

[tang tand| may exceed 1. In this case N=24 h (in summer) or N=0
(in winter) (see.

2 Orientation of receiving surfac shows that the horizontal plane
atalocation P is oriented much more towards the solar beam in summer
than in winter. Therefore even if G, in (2.2) remains the same, the
factor cos@, reduces G, in winter, and so reduces H,. Thus the curves
in are approximately proportional to cos6,= cos(¢— &) m .
For the insolation on surfaces of different slopes, see .

3 Variation in atmospheric absorption and weather The clear sky radia-
tion plotted in is less than the extra-terrestrial radiation owing
to atmospheric attenuation and scattering. This attenuation increases
with 6, s0 G, is less in winter; consequently the seasonal variation of
clear sky insolation is more than due to the geometric effects (1) and
(2) (see 82.6). Moreover, clear sky radiation is a somewhat notional
quantity, since weather conditions, especially cloud, vary widely and
often dominate received insolation.

For the design of buildings, it is vital to realize that the variation of Hon a
vertical or inclined surface (e.g. a window) is significantly different from
that shown in[Fig. 2.7 (see §2.8.6 and. Consequently winter
solar energy capture by buildings in middle and higher latitudes can be
significant.
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Sun'’s
rays

(a) (b)

Cross-sections through the Earth at solar noon, showing the relation between latitude
¢, declination 6, and slope B of a collector at P. 8 is the angle of incidence on the north-/
south-facing collector. (a) Northern hemisphere in summer: ¢, 6, B>0. (b) ‘Symmetrical’
example 12 hours later in the southern hemisphere. (¢' =—0,8'=-5, ' =f3,0' =6).

§2.5 GEOMETRY OF COLLECTOR ANDTHE SOLAR
BEAM

§2.5.1 Definitions

For the tilted surface (collector) shown in, following Duffie and
Beckman (2006), we define the following.

(a) For the collector surface

Slope : the angle between the plane surface in question and the
horizontal. In either hemisphere: for a surface facing towards the
Equator 0 < < 90°, for a surface facing away from the Equator 90°<
<180°.

Surface azimuth angle y. projected on the horizontal plane, the angle
between the normal to the surface and the local longitude meridian. In
either hemisphere, for a surface facing due south y= 0°; due north y=
180°; westwards y = 0° to 180°; eastwards y = 0° to —180°. For any hori-
zontal surface, y = 0°.

Angle of incidence 6. angle between solar beam and surface normal.

(b) For the solar beam

(Solar) zenith angle 6,: angle between the solar beam and the vertical.
Note that 6,and 6 are not usually in the same plane.

Solar altitude o (= 90°-6): the complement to the (solar) zenith
angle; angle of solar beam to the horizontal.

Sun (solar) azimuth angle y_ projected on the horizontal plane, the
angle between the solar beam and the longitude meridian. Sign conven-
tion as ¥. So, on the horizontal plane, the angle between the beam and
the surface is (y, - 7).
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Zenith

Normal to
horizontal

Normal
to tilted
surface

Zenith angle 6,, angle of incidence 6, slope  and azimuth angle yfor a tilted surface.
Note: for this easterly-facing surface y< 0.
Source: After Duffie and Beckman (2006).

(Solar) hour angle w: as in (2.4), angle that the Earth has rotated since
solar noon (i.e. when y, = 0 in the northern hemisphere).

82.5.2 Angle between beam and collector

With this sign convention, geometry gives equations essential for solar
modeling:

cos 0 = (A-B) sin 6+ [C sin @+ (D+E) coswlcosd (2.8)
where

A=sin ¢cos B B =cos ¢sin Bcos y

C=sinBsiny D =cos ¢cos B

E =sin ¢sin fcos y
and
cos 6= cos 6,cos B+ sin 6,sin Bcos(y~ (2.9)

For several special geometries, the complicated formula (2.8) simplifies
considerably; for example, for a collector oriented towards the equator
and with slope S equal to the magnitude of the latitude ¢, (y=0, B= ¢
in northern hemisphere; y= 180°, B = —¢ in southern hemisphere), (2.8)
reduces to

cos 6= cos mwcoséd (2.10)
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WORKED EXAMPLE 2.1 CALCULATION OF ANGLE OF INCIDENCE

Calculate the angle of incidence of beam radiation on a surface located at Glasgow, Scotland (56°N, 4°W)
at 10 a.m. on 1 February, if the surface is oriented 20° east of south, and tilted at 40° to the horizontal.

Solution

February 1 is day 32 of the year (n=32), so from
5= 23.45° sin[360°(284 + 32)/365] = -17.5°

Civil time in Glasgow winter is Greenwich Mean Time, which is solar time (£15 min) at longitude ¢ 0.

zone =
Hence t. . = 10 h, so (2.4) gives w=-30°.
Thus ¢ = +56°, y=-20° and 8= +40°, so that in (2.8)
A = sin 56° cos 40° = 0.635 B = cos 56° sin 40°cos(-20°) = 0.338
C=sin 40° sin(-20°) =-0.220 D= cos 56° cos 40°=0.428
E = sin 56° sin 40°cos(-20°) = 0.500

hence

cos 6= (0.635-0.338)sin(-17.5°) + [-0.220sin(-30°) + (0.428 + 0.500)
cos(-30°)]cos(-17.5°)

=0.783
So 6=38.5°

For a horizontal plane, = 0 and (2.8) reduces to
cos 6, = sin ¢ sin 6+ CoS ¢ cos @ cosd (2.11)

Two cautions should be noted about (2.8) and similar formulas:

1 At higher latitudes in summer, 6 exceeds 90° in early to mid-morning
and from mid- to late evening, when the Sun rises from or falls to
the observer’s horizon (i.e. cos 0 negative). When this happens, for
instance, on a south-facing surface in the northern hemisphere, the
irradiance will be on the back of a collector, not the front.

2 Formulas are normally derived for the case when all angles are posi-
tive, and in particular ¢ > 0. Some northern latitude writers pay insuf-
ficient attention to sign, so often their formulas do not apply in the
southern hemisphere. Southern readers should check all given for-
mulas, for example, by constructing complementary diagrams such

as|Figs 2.8(a and, in which 8" = 6, and checking that the signs in

the given formula agree.

§2.5.3 Optimum orientation of a collector

A parabolic concentrating collector (§4.8.2) must always point towards
the direction of the solar beam (i.e. 8 = 0). However, the optimum



82.6 Atmospheric transmission, absorption, and reflection 49

direction of a fixed flat plate collector is not so obvious. The insolation H,
received is the sum of the beam and diffuse components:

H, = J(chose+Gd)dt (2.12)

In general, the collector orientation is facing the Equator (e.g. due north
in the southern hemisphere) with a slope approximately equal to the
latitude, as in (2.10). Other considerations may modify this; for example,
the orientation of existing buildings and whether more heat is regularly
required (or available) in mornings or afternoons, winters or summers.
However, since cos 6 = 1 for 6 < 30°, variations of £30° in azimuth or
slope for fixed orientation collectors have little effect on the total annual
energy collected. Over the course of a year, however, the altitude of
solar noon varies considerably and it may be sensible to adjust the
‘fixed" collector slope.

82.5.4 Hourly variation of irradiance

Some examples of the hourly variation of G, are given in Fig. 2.10(a) for
clear days anleiq. 2.10(b)| for a cloudy day. On clear days the form of

[Fig. 210l is:
G, ~ G™ sin(xt’/N) (2.13)

where t’is the time after sunrise and N is the duration of daylight for the

particular clear day (see (2.7) and|Fig. 2.10(a)). Integrating (2.13) over the

daylight period for a clear day,
H, = (2N/m) G"™ (2.14)

For example, at latitude £50° (i) in midsummer, if G;" = 900 Wm=2 and
N=16 h, then H, = 33 MJm=2 day™; (ii) in midwinter at the same latitude,
G = 200 Wm=2 and N = 8h, so H, = 3.7 MJm=2 day™. In the tropics,
G~ 950 Wm=2, but the daylight period does not vary greatly from 12 h
throughout the year, so H, = 26 MJ m= day™' on all clear days.

These calculations make no allowances for cloud or dust, and so
average measured values of H, are always less than those mentioned.
In most regions, average values of H, are typically 50 to 70% of the clear
sky value.

§2.6 ATMOSPHERIC TRANSMISSION, ABSORPTION,
AND REFLECTION

The temperatures of the Earth’'s upper atmosphere, at about 230 K,
and the Earth’s surfaces, at about 260 to 300 K, remain in equilibrium
at much less than the ~6000 K temperature of the Sun. Therefore the
outward radiant energy fluxes emitted by the Earth’'s atmosphere and
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(a) Irradiance on a horizontal surface, measured on three different almost clear days at
Rothamsted, UK (62°N, 0°W). Note how both the maximum value of G, and the length of
the day are much less in winter than in summer. (Source: After Monteith and Unsworth
2007). (b) Typical variation of irradiance on a horizontal surface for a day of variable cloud.
Note the low values during the overcast morning, and the large, irregular variations in the
afternoon due to scattered cloud.

surfaces equal on average the incoming insolation, both ~1 k\Wm=2.
The outgoing far-infrared wavelength band has wavelengths between
about 5 and 25 um, called longwave radiation, peaking at about 10
um (see Wien's law, 8R3.5). Consequently, the shortwave and long-
wave radiation regions can be treated as quite distinct from each other,
which is_a powerful analytical method in environmental science (see
[Fig. 2.13()).

As the solar radiation passes through the gases and vapors of the
Earth’s atmosphere a complicated set of interactions occurs that reduces
the flux density arriving at the Earth’s surface. The interactions with mol-
ecules, atoms and particles include: (i) atmospheric absorption (~19%),
causing heating and subsequent re-emission of the energy as longwave
radiation; (ii) scattering, the wavelength-dependent change in direc-
tion, so that usually no extra absorption occurs and the radiation contin-
ues diffusely at the same wavelength; and (iii) reflection (~30%), from
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Extraterrestrial solar
beam radiation
(shortwave radiation)

—>—| Returned to space as shortwave reflected radiation

Absorption in the atmosphere causing heating
Eventual re-emission as longwave radiation

Continues in the forward direction within the
angular cone of the Sun’s disk
Direct beam radiation, subscript b.

Scattered or reflected out of the direct beam of
the sun’s disk, yet incident on the Earth’s surface
Diffuse radiation, subscript d.

Diffuse radiation may be subdivided
—— as that incident from certain directions
having an angular dependence

L | Remaining diffuse radiation having
little angular dependence

Effects occurring as extra-terrestrial solar radiation passes through the Earth’s
atmosphere.

particulates, clouds, and at the Earth’s surface, which is independ-
ent of wavelength. So, even with clear sky there is reflection back to
space. Background information is given in|Box 2.1”Fiq. 2.1 1|describes
incoming solar shortwave radiation.lFig. 2.12(a)|and|@ both show the
short- and longwave fluxes and interactions, as described from two key
sources.

Consequently, the continuing shortwave solar radiation in clear, cloud-
less conditions at midday has flux density reduced from 1.3 kW/m? in
space, to ~1.0 kW/m? at ground level. This maximum solar irradiance of
~1 kW/m? is an important parameter to remember.

8§2.6.1 Reflection

On average, about 30% of the extra-terrestrial solar intensity is reflected
back into space. Most of the reflection occurs from liquid water drops




52 Solar radiation and the greenhouse effect

and ice in clouds, with a smaller proportion from the Earth's land and sea
surface (especially snow and ice) (se). A further small propor-
tion is from atmospheric scattering. This reflectance is called the albedo,
and varies with atmospheric conditions and angle of incidence.

§2.6.2 Air-mass ratio

The distance traveled by the direct beam through the atmosphere
depends on the angle of incidence to the atmosphere (the zenith angle)
and the height above sea level of the observer . We consider
a clear sky with no cloud, dust or air pollution. Since the top of the
atmosphere is not well defined, of more importance than the distance
traveled is the amount of atmospheric gases and vapors encountered.
For the direct beam at normal incidence passing through the atmos-
phere at normal pressure, a standard amount (‘mass’) of atmosphere is
encountered. If the beam is at zenith angle 6,, the increased path length
compared with the normal path is called the air—-mass ratio (or ‘air mass’),
symbol m.

Reflected solar Incoming 235 Outgoing
radiation 342 solar longwave
107 Wm™2 radiation2 ’ radiation
_ -2
Reflected by clouds, l 342 Wm i

aerosol and
atmospheric

iy

Atmospheric
window

Emitted by
atmosphere 165

Greenhouse
gases

Absorbed by
67 atmosphere

350 324
Back
radiation
390
/“{ace

a Estimate of the Earth’s annual and global mean energy balance. Over the long term,
the amount of incoming solar radiation absorbed by the Earth and atmosphere is
balanced by the Earth and atmosphere releasing the same amount of outgoing
longwave radiation. About half of the incoming solar radiation is absorbed by the
Earth's surface. This energy is transferred to the atmosphere by warming the air in
contact with the surface (thermals), by evapotranspiration and by longwave radiation
that is absorbed by clouds and greenhouse gases. The atmosphere in turn radiates
longwave energy back to Earth as well as out to space.

Source: IPCC (2007, FAQ1.1 Fig. 1).
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Shortwave solar radiation (s.w.) Longwave infrared radiation (i.r.)
Incoming solar 30% Total reflected Out_going _Iongwave infrared 7_0%; SO
100% shortwave solar net incoming s.w. = net outgoing l.w.
A A 6% A 20% A 44%
»| 6% Back-scattered From absorbed s.w.
16% Absorbed by H,0, by air molecules as i.r. emission
03, CO,, CHy, other < from H,0, O3, CO,,
GHG, aerosol particles | CH,, other GHG, aerosol
particles and clouds
" « | 20% Reflected from
r)ZO% toi.r. -~ clouds
4% Absorbed | _ | of Whif: 20%h Of which 8_0%
bv clouds [|€ passes throug - passes via
Y 5| 4% Reflected from the Atmosphere ”| Clouds etc.
earth’s surface i.e. 6% of total i.e. 44% of total
A
0, <
v 50% [« |
50%, Average, incident as direct 20% Net i.r. Other heat
and diffuse shortwave irradiation emission from upwards from
surfaces surfaces 30%
Fig. 2.12
(cont.)

b Alternative approximated depiction of the radiative component of (a), indicating
physical processes involved

The abbreviation AM is used for air-mass ratio. AMO refers to zero
atmosphere, i.e. radiation in outer space; AM1 refers to m=1, i.e. Sun
overhead; AM2 refers to m=2; and so on.

From since no account is usually taken of the curvature of
the Earth,

m=sec 0 (2.15)
I |

The differing air-mass ratio encountered owing to change in atmos-
pheric pressure or change in height of the observer is considered
separately.
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(@) Radiation Transmitted by the Atmosphere
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Radiation transmitted and absorbed by the atmosphere as a function of wavelength.

a Monochromatic radiant flux density ¢, for downgoing (‘shortwave’) solar
radiation and upgoing thermal (‘longwave’) radiation. (Note: drawn with peaks

normalized.)

b Total monochromatic absorptance a; of the atmosphere.
¢ Contributions to o, from various gases and other effects.

See text ) for further details.
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increased by Zenith angle
a factor m
Sea level
Fig. 2.14

Air-mass ratio m = sec 0,

Normal incidence:

Atmosphere : clear sky
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BOX 2.1 RADIATION TRANSMITTED, ABSORBED AND SCATTERED BY THE EARTH’'S
ATMOSPHERE

[Fia. 2.136] shows:

i Incurve at top left, the distribution of radiation from sources at the outer temperature of the Sun (here 5525 K).

ii In curves at top right, the distribution of radiation from a range of temperatures (210 K, 260 K and 310 K)
slightly wider than the range from the top to the bottom of the Earth’s atmosphere.

iii In solid fill, the wavelengths of solar ‘downgoing’ radiation reaching the Earth's surface (i.e. the insolation), and
of ‘upgoing’ thermal infrared radiation passing out from the top of the atmosphere.

(b) shows the percent absorption of the atmosphere across the full solar shortwave and thermal longwave
spectral regions. At left is the ‘shortwave window’, this only transmits ‘safe’ solar insolation; i.e. it absorbs most of
the short ultraviolet radiation, A < 0.3um, which would otherwise damage much biological life. Note that molecular
and particulate scattering and absorption reduce the beam intensity at ground level even in a cloudless sky. We
may note that having the average temperature at the surface of the Earth (about 291 K = 14°C) allows most surface
water to be liquid and photosynthetic reactions to progress.

At right is the ‘longwave window’, which transmits the peak of outgoing infrared radiation, but whose steep
boundaries are mostly determined by absorption by water vapor and CO,. Note that a large proportion of upgoing
thermal radiation from the Earth's surface is absorbed in the atmosphere. Absorption at these wavelengths also
occurs in the solar radiative input, but the proportion in the total solar flux is smaller. The selective nature of the
longwave absorption arises from the vibrational modes of gaseous and vapor molecules with three or more atoms
(H,0, CO,, CH,, N,O, etc.). In effect, the concentration of these gases in the atmosphere affects the width (span
of wavelengths) of the window. The larger the concentration, the narrower the window, and vice versa. A wider
window leads to cooling of the Earth’s surface; a narrower window leads to warming.

However, the role of water is complicated because increased Earth temperature leads to increased evaporation
and vice versa. Increased evaporation leads to (i) more cloud that reduces insolationand therefore cools the Earth;
and (ii) increased water vapor concentration, especially at high altitude, that narrows the longwave window, which
leads to heating. Calculations by modeling indicate that the resultant role of water vapor on global temperature
change is less pronounced than that of CO,,.

(C) shows the separate absorption spectra of major gases and water vapor in the atmosphere, and
the effect of Rayleigh scattering. In the longwave thermal region, water vapor and CO, absorb significantly the
infrared radiation upgoing from the Earth’s surface and lower atmosphere. Water vapor concentration varies greatly
by region and season, and may reach about 4% by volume of the local atmosphere, but its globally averaged
concentration does not change much. Thus, fluctuations of absorption by water vapor may be of some significance
in practical applications, but cloud is likely to be far more influential. This absorption of longwave radiation
increases the temperature of the atmosphere and hence the Earth's surface, i.e. it causes radiative forcing and the
greenhouse effect (see §82.9).

Rayleigh scattering is the elastic scattering of light or other electromagnetic radiation by particles much smaller
than the wavelength of the light. The particles may be individual atoms or molecules. Rayleigh scattering of sunlight
in the atmosphere causes diffuse sky radiation, which is the reason for the blue color of the sky and the yellow tone
of the Sun itself.

Shortwave ultraviolet radiation (A < 0.3um) would damage many life forms, but is removed from the downgoing
radiation mostly by ozone (O,) in the upper atmosphere and by Rayleigh scattering. However, even the small amount
of UV radiation transmitted (with 0.3um < A < 0.4um) is enough to cause severe sunburn. Depletion of atmospheric
ozone therefore constitutes a major threat to the health of humans and even more so to plants; hence the concern
about depletion of ozone in the upper atmosphere, discovered in the 1970s, which was shown to be caused by
emissions of chlorofluorocarbons and related substances, which are man-made industrial chemicals. Although some
of these substances are also greenhouse gases, so too is ozone, Ozone depletion is particularly strong in the high
latitudes at springtime (the 'ozone hole’). The Montreal Protocol (1989) is an international agreement to phase out
the production and use of such substances, and has proved effective in doing so.




56 Solar radiation and the greenhouse effect

82.6.3 Sky temperature

Air, water vapor, clouds, and particulates in the atmosphere emit infrared
radiation to ground-level objects according to the temperature and mass
within the transmitting path. Consequently, objects at the Earth’s surface
exchange radiation predominantly with cooler air and water vapor high in
the atmosphere and, if present, with clouds. Considering this exchange in
terms of 8R3.5 ), the sky behaves as an enclosure at an average
temperature Tsky, the sky temperature, which in practice is always less
than the ground-level ambient temperature 7. A common estimate is:

T

sky = Ta_GOC (2.16)

although in clear sky desert regions at night (7, - Tsky) may be as large as
25°C. If clouds are present, the 'sky’ temperature increases, but can be
always expected to be less than ground-level temperature.

Average sky temperature can be measured easily with a narrow-

aperture infrared thermometer pointing to the sky onl

82.6.4 Solar spectrum received at the Earth’s surface

shows the cumulative effect on the solar spectrum of these
absorptions. The lower curve is the spectrum of the Sun, seen through
air-mass ratio m = 1. This represents the radiation received near midday
in the tropics (with the Sun vertically above the observer). The spec-
trum actually received depends on dustiness and humidity, even in the
absence of cloud.

2000 B
F'E Extraterrestrial
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Spectral distributions of solar irradiance received above the atmosphere (upper curve)

and at sea level (lower curve). About half of this shortwave irradiance occurs in the visible
region (0.4 to 0.7 um). There is a gradual decrease of G; as A increases into the infrared,
with dips in the sea-level spectrum due to absorption by H,0 and CO,. ‘Sea-level’ curve is
for air mass m=1.
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§2.7 MEASURING SOLAR RADIATION

For _measuring solar radiation there is a range of instruments, e.g.

many with confusing names! Fundamental (absolute) meas-
urements at standards laboratories use active cavity radiometers; the
solar beam is absorbed on a matt black surface of area A, whose tem-
perature rise is measured and compared with the temperature rise in an
identical (shaded) absorber heated electrically. In principle, then,

aAG; =P (2.17)

elec

The geometry is such that the absorptance oo = 0.999. Notable uses are
for satellite measurements of the solar constant, and for calibration of
secondary instruments.

Selected meteorological stations have World Meteorological Office
(WMO) standardized pyranometers with an absolute accuracy ~3%. In
essence, they have thermocouple junctions (a thermopile) under a black
surface, all under a glass hemisphere; the temperature increase caused
by the absorbed insolation produces a calibrated voltage. In practice they
are designed and manufactured with great expertise. The basic meas-
urement is total irradiance on a horizontal surface G, (Fig. 2.3(c}). Other
measurements can be: (i) of diffuse radiation only, with direct radiation
prevented by an adjustable shade ring; (i) of beam radiation G[; only
that enters a collimating tube continuously tracking the Sun’s path (a
pyroheliometer).

For field use (e.g. measuring irradiance on different parts of a build-
ing) there are much cheaper instruments, often called ‘solarimeters’
(although this term is also used for pyranometers), which are usually
solar cells calibrated against a WMO-standardized instrument. Their
absolute accuracy is typically only ~15%, owing to the spectral response
of Si cells |(Fig. R4.1 1| in| Review 4), but for comparisons their reproduc-
ibility is likely to be better than 5%.

§2.8 SITE ESTIMATION OF SOLAR RADIATION

§2.8.1 Requirements

All solar devices utilize shortwave solar irradiation; thus solar develop-
ment and use depend on measuring and predicting both the instant
and integrated insolation at the place of use. Fortunately, integrated
over a day or more, unshaded insolation is not site dependent across
regional distances, so regional meteorological data can be used directly.
(This contrasts with, say, wind power, which is very site dependent.)
Typical time variation data will also apply regionally and may be used to
simulate performance of devices during development. Therefore diurnal
and longer averaged solar data taken from meteorological stations and
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Fig. 2.16

Solar radiation and the greenhouse effect

(a)
F

Photographs of various solar instruments. (a) Kipp & Zonen pyranometer (solarimeter) with two quartz domes for
standardized global insolation; (b) such pyranometers, used to measure global insolation on a solar panel; (c) collimated
pyroheliometer for measurement of direct irradiance; (d) modern online sunshine duration recorder.

rce: (a), (b) and (d) Kipp & Zonen; (c) Professor Dr. Volker Quaschning of HTW Berlin|(www.vo|ker—quaschninq.de/fotos/messunq/index el

);.

[

satellites may be used within distance variation of at least 100 km
and possibly 1000 km, as determined by the synoptic weather pat-
terns. However, to test a device, specialist instruments are needed to
measure solar irradiation at point of use. See to recall the many
parameters relating to solar irradiation.

82.8.2 Statistical variation

In addition to the obvious daily and seasonal regular variations of insolation,
as in Figs 2.7 and 2.10(a), there are also significant irregular variations.
Of these uncertainties, the most significant for practical purposes in
many climates are day-to-day variations, as i, since these
affect energy storage requirements, e.g. volume of hot water tank for
heat or battery capacity for stand-alone photovoltaic power. Thus even
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a complete record of past irradiance can only be used to statistically
predict future irradiance with an estimated range of uncertainty.

82.8.3  Sunshine hours as a measure of insolation

All major meteorological stations measure daily the ‘hours of bright
sunshine’ n, for which records should be available for many decades.
Traditionally n is measured with a spherical Campbell-Stokes recorder
which incorporates a standard marked card positioned behind a magnify-
ing glass. When the sunshine is ‘bright’, the focused direct beam burns
an elongated hole in the card. The observer obtains n from the total
burnt length on each day’s card. Sunshine hours are also measured by
electronic devices.

National and international meteorological stations are loath to change the
meteorological instruments they have used perhaps for tens to a hundred
years. Simple examples are mercury thermometers and Campbell-Stokes
sunshine-hour recorders. Long-term data runs are important, especially
for analyzing climate change, so changing instrumentation may introduce
unknown errors. Yet modern instruments are likely to be more accu-
rate, able to record electronically, and less demanding of human time.

Since Campbell-Stokes and more modern sunshine recorders are
straightforward instruments, historically they are have been used world-
wide to correlate sunshine hours with insolation (H). Correlation equa-
tions are often of the form:

H = Hyla + b(n/N)] (2.18)

where (for the day in question) H, is the horizontal radiation with no
atmosphere (i.e. free space equivalence, calculated as in Problem 2.6)
and N is the ‘length’ of the day in hours (2.7). However, the regres-
sion coefficients a and b vary from site to site. Even so, the correlation
coefficient is usually only about 0.7, i.e. values of measured insolation
are widely scattered from those predicted from the equation.

Many other climatological correlations with insolation have been
proposed, using such variables as latitude, ambient temperature, humidity,
and cloud cover. Most have a limited accuracy and range of applicability.

§2.8.4 Geostationary Operational Environmental Satellites
(GOES)

Measurement and sensing of environmental parameters using satellites
have had a profound impact upon environmental analysis and availabil-
ity of information. However, the correlation of ground measurements
with satellite measurements is not straightforward. A simple example
is satellite measurement of ground-level insolation. The satellite can
measure separately downcoming shortwave solar irradiance (insolation)
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from space, and upgoing shortwave radiation. The upgoing radiation is
the sum of (i) insolation reflected and scattered upward by the atmos-
phere and cloud, and (ii) insolation reflected at the Earth’s surface and
transmitted up through the atmosphere (se). The ground-level
insolation is the downgoing insolation on the atmosphere, less the pro-
portion absorbed in the atmosphere. Therefore it is not simple to calcu-
late ground-level insolation from satellite measurements without further
measurement and modeling. Nevertheless, satellite measurement and
maps are of great importance, especially when calibrated against reli-
able ground-level meteorological data.

82.8.5 Focusable beam radiation and the Clearness Index

As explained in §2.3, the focusable beam component of incoming radi-
ation depends predominantly on the cloudiness and dustiness of the
atmosphere. The effect relates to the Clearness Index K, which is the
ratio of irradiation on a horizontal surface in a period (usually averaged
over perhaps a day or month) to the irradiation received on a parallel
extra-terrestrial surface in the same period:

K.=H,IH, (2.19)
Even with a clear sky, extra-terrestrial insolation is reduced by scatter-
ing and aerosol absorption, so even with air—mass ratio m = 1 (see
) an instantaneous value of K= 0.8. This implies that even
with a completely clear sky, there is significant diffuse radiation
is a plot of the hourly fraction of ground-level diffuse irradiation to total

irradiation against the Clearness Index. From such data, we conclude
that:

e diffuse irradiation is always present, even with completely clear sky;

* the minimum diffuse fraction is about 16 to 20% (which cannot be
focused);

» focused devices require climates with a high proportion of days with
completely clear skies.

Note that focused systems which track the Sun collect not the horizontal
*
beam component H,, but the larger normal beam component H, .

§2.8.6 Effect of collector inclination

Beam solar irradiance measured on one plane (1) may be transformed to
that received on another plane (2). This is particularly important for trans-
forming data from the horizontal plane to an inclined plane using
. Hence for the beam component:

G,,/ cos8, = G, / cosh, = G, (2.20)
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Diffuse irradiance, however, cannot be transformed from one plane to
another by such straightforward analysis. The reasons are as follows:

e diffuse irradiance may be independent of sky direction (isotropic) or
otherwise (anisotropic);

e for inclined planes, the view is partly sky and partly ground, etc., so
‘view factors’ are needed for each component of view;

- surrounding objects may reflect both beam and diffuse irradiation onto
the plane of interest.

Duffie and Beckman (2006) discuss these effects in detail with assorted
empirical equations and diagrams from the literature. For example,
shows the variation in estimated daily radiation on various
slopes as a function of time of year, at a latitude of 45°N, and with the
Clearness Index K; = 0.5. Note that at this latitude, the average insola-
tion on a vertical Sun-facing surface varies remarkably little with season,
and in winter exceeds 10MJm=2 day™. This is twice the insolation on
a horizontal surface in winter and can provide significant heat through

windows to buildings; such effects are vital for passive solar buildings at
higher latitudes and for some active heating systems (816.4).

Diffuse fraction ky

0.0 1 1 1 |
0.0 0.2 0.4 0.6 0.8

Clearness index K

Fraction of diffuse irradiation plotted against the Clearness Index for a wide range of
hourly field data.

Source: Adapted from C.P. Jacovides, F.S. Tymvios, V.D. Assimakopoulos and N.A. Kaltsounides
(2006), ‘Comparative study of various correlations in estimating hourly diffuse fraction of global solar
radiation’, Renewable Energy, 31, 2492-2504.



62 Solar radiation and the greenhouse effect

H/MJ m=2 day™

0 ] | | | | | | | | | |
Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.

Variation in estimated average daily insolation H on a surface at various slopes, B, as a
function of time of year. For latitude 45°N, with K. = 0.50, y=0°, and ground reflectance
0.20.

Source: From Duffie and Beckman (2006) (by permission of John Wiley & Sons Inc.).

§2.9 GREENHOUSE EFFECT AND CLIMATE CHANGE

8§2.9.1 Radiative balance of the Earth

If the radius of the Earth is R, with average albedo p, and extra-terrestrial
solar irradiance (the solar constant) G, then the received power into the
Earth with its atmosphere is 7R? (1 — p,) G,,, since the solar beam "sees’
the Earth as a disk of radius R. (The thickness of the atmosphere is <<R
and not significant here.) At thermal equilibrium, this received shortwave
power is balanced by the longwave power radiated to outer space from
the spherical Earth and its atmosphere. This radiated flux is proportional
to the fourth power of absolute temperature T (see §R3.5). Thus, with
Earth albedo p, = 0.3, emittance € = 1, Stefan-Boltzmann constant ¢ and
mean temperature T, as observed from space,

nR? (1-p,) G, = 4nR%*T} (2.21)

and hence T, = 255K (i.e. T, =-18°C) (see Problem 2.1). This tempera-
ture is the effective radiation temperature of the upper atmosphere,
which is the source of the outgoing longwave radiation.
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Thus, the longwave radiation from the Earth and its atmosphere has
approximately the spectral distribution of a black body at 250 K. As indi-
cated in, the outgoing radiation occurs in a wavelength band
between about 7 and 15 um, with a peak at about 10um (according to
Wien's law, §R3.5). Note that the above calculation does not need to
involve the temperature of the Earth’s surfaces and lower atmosphere.

It is apparent from that a definite distinction can be made
between the spectral distribution of the Sun’s radiation (shortwave) and
that from the thermal sources of the Earth and the atmosphere (long-
wave). The infrared longwave fluxes at the Earth’'s surface are them-
selves complex and large. The atmosphere radiates down to this surface
as well as up and out into space. When measuring radiation, or when
determining the energy balance of an area of ground or a device, it is
extremely important to be aware of the invisible infrared fluxes in the
environment, which may be ~1 kWm~=2.

82.9.2 The greenhouse effect, radiative forcing,
and climate change

The Earth’s average surface temperature of about 14°C is about 30°C
more than the temperature of the outer atmosphere. In effect, the
atmosphere acts as an infrared ‘blanket’, because certain gases and
water vapor in it absorb longwave radiation (see. This infrared
absorption occurs both with incoming solar radiation in daytime and with
outgoing heat radiation continuously; the total effect produces a warmer
Earth’'s surface than otherwise. This increase in surface temperature
(relative to what it would be without the atmosphere) is called the green-
house effect, because the glass of a horticultural glasshouse (a green-
house) likewise (i) absorbs infrared radiation, including that emitted from
objects inside the glasshouse for 24 hours per day; and (ii) allows the
incoming shortwave solar radiation to be transmitted during daytime
(see). The change in net radiative energy flux because of the
glass maintains the temperature inside the greenhouse above ambient
temperature outside, which is the main purpose of agricultural green-
houses in middle and higher latitude countries and of conservatories
abutting buildings. (In the horticultural case, the temperature is further
increased since the enclosure reduces natural and wind-forced convec-
tive heat loss.)

Without the greenhouse effect, on Earth most water would be ice,
photosynthetic rates would be far less and life would be profoundly
different. The gases responsible, notably carbon dioxide (CO,), nitrous
oxide (N,O), and methane (CH,), are called greenhouse gases (GHGs).
The greenhouse effect is a natural characteristic of the Earth and its
atmosphere, closely related to established ecological processes. In the
past 200 years especially, mankind's industries and agricultural practices
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have led to significant changes in the rates of emission of GHGs, so that
concentrations of GHGs in the atmosphere have reached levels >~30%
more than those recorded in the past 500,000 years. This is a human-
induced (‘anthropogenic’) increase, and is referred to as the enhanced
greenhouse effect. Use of fossil fuels is a major cause of this effect (see
), and may be ameliorated by using renewable or nuclear energy
instead. This book deals with renewable energy.

Some GHGs contribute more than others to the radiative forcing of
the enhanced greenhouse effect. The essential physics is that infrared
radiation is absorbed when the electromagnetic radiation resonates with
the natural mechanical vibrations of the molecules. The more complex
are the molecules, the more the vibrational modes and the greater the
likelihood of absorption at any particular radiation frequency. Thus 1 kg
of CH, (five atoms per molecule) added to the atmosphere has as much
greenhouse impact as 21 kg of CO, (three atoms per molecule). This
comparison with respect to CO, is called the Global Warming Potential
(GWP); e.g. the GWP of CO, is (by definition) 1.000, the GWP of CH,
is 21. Similarly the GWP of N,O is 310, while that of most hydrofluoro-
carbons (e.g. as used in refrigerators) is over 1000. The measurement
of GWP from anthropogenic emissions is complex because it depends
on the amount of the gases already present and their lifetime in the
atmosphere. Only gases whose molecules persist in the atmosphere
for decades are considered to have a significant greenhouse effect. For
example, methane has a half-life ~12 years, CO, ~100 years (Forster and
Ramaswamy 2007). Notvvithstanding, water vapor is generally
not listed as a GHG because its molecules pass in and out of the atmos-
phere in a relatively short time frame (<~1year). The GWPs quoted here

are those for_a 25-year period, as used for the purposes of the Kyoto
Protocol (see|Chapter 17).

Such perturbations to the Earth system’s radiation balance are often
expressed in terms of radiative forcing, i.e. the effective net increase in
total irradiance (shortwave plus longwave) they cause.

§2.9.3 Climate change: observations

Measurements of gas trapped in polar ice show unequivocally that the
concentration of greenhouse gases in the atmosphere has increased
markedly since the Industrial Revolution of the 18th century. More
recent information also comes from direct measurements of ‘clean’ air
at stations such as Mauna Loa in Hawaii and Cape Grim in Tasmania. For
instance, the global average atmospheric concentration of CO, increased
from 280 ppm in 1800 to 380 ppm in 2005 [IFig. 2.19(a), and is still
increasing (passing 396 ppm in 2013). The ice cores show that at no other
time in the past 600,000 years has the CO, concentration exceeded 300
ppm; indeed, it declined to ~190 ppm in each of the six ice ages during
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that period. From about 8000 years ago through to about 200 years ago,
there was a fairly steady balance in the flows of CO, to the atmosphere
from land (plants and animals) and sea, and vice versa, such that the CO,
concentration in the atmosphere kept within about 20 ppm of a mean
value of about 280 ppm. Ice core records indicate that the Earth’s climate
was also relatively stable over that period, which probably has profound
implications for the development of civilizations.

BOX 2.2 UNITS OF GAS CONCENTRATION

The concentration of gases is measured in parts per million (ppm), so a concentration of 300 ppm CO,
means 300 molecules of CO, per million molecules of gas in the atmosphere (excluding water vapor).
The total ‘effective’ amount of GHGs in the atmosphere is often expressed in ppm CO, equivalent

(CO,-eq). Thus 490 ppm CO,-eq means a concentration of GHGs that combine to produce the same
amount of warming (radiative forcing) as 490 ppm of CO, alone would have done. This is calculated by
weighting the concentration of each gas by its GWP (see 82.9.2) and summing them.

The IPCC authoritative review (2007) estimates that the increase of
GHG concentrations between the years 1750 and 2000 caused radia-
tive forcing (down minus up) of 2.5 Wm=2. This positive forcing was
partly offset by other factors, for example, an increase in anthropo-
genic reflective aerosol particles in the atmosphere. From this and other
studies, the IPCC conclude that CO, is the dominant anthropogenic
greenhouse gas, and that most of the increase in CO, in the atmosphere
is due to human activity (see). IPCC find that CO, is responsible
for ~60% of the radiative forcing due to GHGs, followed by CH, at ~20%.

Positive radiative forcing causes an increase in the temperature at
the Earth’s surface, i.e. global warming. Mean annual temperature has
increased measurably over the past 100 years at almost all observ-
ing stations on land and sea. (Taking annual averages helps to statisti-
cally uncover the long-term trend from daily and seasonal variability.)
is a plot of Global Mean Surface Temperature (GMST) for
100 recent years. (Effectively annual GMST is the average for all major
observing stations, weighted by the area which each serves.) Note that
the rate of increase of GMST has itself increased over recent decades, in
response to increased global fossil fuel use.

The increase in GMST is one aspect of climate change, which refers
to trends or other systematic changes over periods >~30 years in either
the average state of the climate or its variability (e.g. extreme events).
Analysis indicates that increase in regional temperature may be greatest
at high latitudes (see Problem 2.9 on the albedo effect). Such an effect is
evident in the accelerating rapid decrease in the extent of Arctic sea ice,
especially over the past decade .
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Observations of GHGs and their physical effect. (a) Increased CO, in atmosphere (1800-2005). Data since 1958 have been
measured directly from the atmosphere; earlier data are from ice cores. (b) Increased global mean surface temperature
(1850-2012). The different curves and error band reflect slightly different choices of stations and their weightings to include
in the global average, but they all include measurements over land and ocean. (c) Decreased extent of Arctic sea ice in
September from 1979-2012 (i.e. its annual minimum extent).

Sources: (a) Adapted from IPCC WG1 (2007, Figures SPM.1); (b) WMO (2013); (c) data from US National Snow and Ice Data Center, with
author’s own extrapolation.

BOX 2.3 WHY WE KNOW THAT RECENT INCREASES IN CO, AND TEMPERATURE ARE DUE TO
HUMAN ACTIVITY (ANTHROPOGENIC)

co

2

Isotopic evidence shows clearly that the recent increase in atmospheric CO, concentration is caused by
human activities — particularly the burning of fossil fuels.

Carbon is found with three isotopes: C'? is dominant (98.9%), C'® (1%), and C'* (only 1 part in 10'?).
Such guantitative identification is well within the sensitivity of mass spectrometry. C'2and C'3are stable
isotopes, but C'*decays to nitrogen with a half-life of 5700 years as it is formed continuously from
atmospheric nitrogen by cosmic rays and, if happening, by nuclear weapons testing.

In photosynthetic diffusion, plants preferentially absorb the lighter isotope C'?, so the ratio of C'3/C'2 is
reduced in vegetation and therefore in fossil fuels, as compared with the ratio in the atmosphere. Over
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the age of the Earth, atmospheric CO, has formed: (i) from the decay and combustion of plant material

in biomass and fossil fuels; and (ii) from volcanic and other emissions from subterranean Earth. In the
latter there is no preferential increase in the proportion of C'? and therefore no change in the C'3/C'? ratio.
However, the ratio of C'3 to C'?in the atmosphere has been declining, showing that the additional C'?
comes from combusting fossil fuels and forest burning.

C'*is not present in fossil fuels owing to the relatively short half-life. Prior to atmospheric testing of
nuclear weapons, decreases in the relative amount of C'* showed that increased C'2 occurred from fossil
fuel carbon being added to the atmosphere. In addition, oxygen concentration in the atmosphere has
declined, while CO, concentration has increased, because oxygen is depleted as fossil fuels are burned
(IPCC 2007; Houghton 2009). Similar analysis of carbon isotopes is used to study methane emissions
into the atmosphere from biological and fossil sources.

Temperature

The evidence that links the observed global warming to an anthropogenic increase in GHGs, rather
than to various ‘natural’ forcings (such as solar variability and volcanoes), is less direct than that for the
anthropogenic origin of the increase in CO,. The basic physics set out i is a strong pointer, but
the most persuasive evidence comes from global climate models. These models numerically follow the
transport of mass, energy, and other key variables over time in a 3-D grid representing the atmosphere,
with special attention paid to the interaction of the atmosphere and oceans. For climate studies, the
models are run forward over much longer periods than the few days for which they are run for weather
forecasting.

Essentially, simulations by a range of models, starting from about the year 1900, which include both
natural and human forcings, track the observed increase of ~0.7°C in GMST since ¢.1950 (,
but the same models ‘project’ a decrease of ~0.2°C if only natural forcings are included. For more detailed
discussion of the attribution of global warming to human influence, see IPCC (2007, ch. 9) or Houghton
(2009). IPCC (2013) affirm this causation in even stronger terms.

As the atmosphere warms in contact with the oceans, it accepts more
water vapor (see); hence rainfall intensity increases. Increased
evaporation from warm oceans (T > 28°C) favors tropical cyclones, which
may therefore be expected to increase in intensity.

82.9.4 Climate change: projections, impacts, and mitigation

Authoritative studies predict that if fossil fuel combustion continues at
current orincreased rates, climate change will become much more severe
by 2050 and beyond, with dire environmental and social consequences
(IPCC Synthesis 2007). These projections and impacts are outlined in
as the need to mitigate human-induced climate change
and thus to minimize these consequences is one of the major institutional
and social factors encouraging the replacement of fossil fuel sources

(which emit large amounts of CO,) by renewable energy resources
(which do not).
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CHAPTER SUMMARY

Solar radiation reaches the Earth's surface at a maximum flux density of about 1.0 kW/m? in a wavelength
band between 0.3 and 2.5 um, which includes the visible region from ~0.4 to 0.7um. For inhabited areas,

this flux varies from about 3 to 30 MJ m= day™, depending on place, time, and weather. The spectral
distribution is determined by the 6000K surface temperature of the Sun, so it is an energy flux of very
high thermodynamic quality.

The most important factors are summarized ir{ Fig. 2.} (daily insolation on a horizontal surface H,),

(the solar spectrum), and Fig. 2.1# (effect of inclination).

There are ‘global’ databases of precision meteorological measurements of solar irradiation, but
these are mostly only of H, The spread of measurement sites is erratic, so satellite observations have
great potential. Cheaper instruments (e.g. those based on photovoltaic solar cells) are useful for field
applications and for monitoring a device's relative performance.

Geometric formulae accurately calculate the effect of inclination on beam irradiation (i.e. direct from the
Sun), but estimating diffuse radiation (the component scattered by clouds, etc.) is uncertain.

The Earth emits longwave radiation (~10um) to maintain thermal balance with the incoming solar
shortwave irradiation. ‘Greenhouse’ gases in the atmosphere absorb much of this longwave radiation,
thereby keeping the Earth warmer than it would otherwise be. Human (anthropogenic) activity (especially
burning fossil fuels) has increased the amount of such gases in the atmosphere, thereby measurably
raising the average temperature of the Earth’s surface. This is one symptom of more general climate

change.

QUICK QUESTIONS

Note: Answers are in the text of the relevant sections of this chapter, or
may be readily inferred from them.

1

What is the approximate flux density of solar radiation (insolation)
in Wm=2 onto a collector facing the Sun on the Earth’s surface on a
sunny day? Approximately, what proportion of this radiation is visible
to human eyes?

The solar spectrum is said to be divided into three regions. Name
these regions and explain their significance.

If the whole solar radiation spectrum is described as ‘shortwave’,
what is ‘longwave’ radiation and from where does it come?

What is the significance of the Earth's atmosphere having a
‘shortwave window’ and a ‘longwave window’?

Distinguish between beam, diffuse, and total radiation.

Explain briefly why it is more difficult to predict diffuse irradiance
than beam irradiance.

What does a pyranometer measure? What is the physical basis of its
operation?

In midwinter, what is the insolation on a horizontal surface at lati-
tudes of: (i) 18°7 (ii) 56°? What in midsummer? What would be a
suitable orientation for a fixed collector: (i) at Suva, Fiji (18°S); (ii) at
Glasgow, Scotland (56°N)?
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9 What is the greenhouse effect and why is it important?
10 By how much has the Global Mean Surface Temperature

changed over the past 50 years? Indicate some physical effects that
explain most of this change, and give supporting evidence for your
answer.

PROBLEMS

2.1

Data

(a) Consider the Sun and Earth to be equivalent to two spheres
in space. From the data given below, calculate approximately
the solar constant outside the Earth’s atmosphere (W/m?).

(b) Consider the Earth as apparent from space (i.e. bounded by
its atmosphere) to be a black body with surface temperature
T. Calculate T. How does the Earth's surface temperature T’
relate to T and what variables control 777

Sun diameter 2 R = 1.392 x 10°m

Earth diameter 2 R, = 1.278 x 10’ m

Sun-Earth distance L = 1.498 x 10" m

Sun’s equivalent black body temperature = 5780 K.

2.2

2.3

Assume that the sign conventions for @ (hour angle) in 82.4.1,
and for B (slope) and y (surface azimuth) in 82.5.1 are correct for
the northern hemisphere. By considering diagrams of appropriate
special cases (e.g.) verify that the conventions are correct
also for the southern hemisphere (e.g. a north-facing collector in
the southern hemisphere has >0, y= 180°).

At Suva (¢ = -18°) at 9 a.m. on May 20, the irradiance measured
on a horizontal plane was G, = 1.0 MJh™"m=2.

(a) Determine the angle 6, between the beam radiation and
the vertical, and hence find the irradiance G* = (G, + G)*
measured in the beam direction. (Assume that G, << G, as
may be the case on a clear day.)

(b) Under the same assumptions as in (a), determine the angle
0. between the beam and a collector of slope 30° facing due
North. Hence find the irradiance G, on the collector.

(c) Suppose instead that the diffuse radiation G is uniform across
the sky, and that G, = %2G,,. This is realistic for an overcast
day. Recalculate G* and G, and comment on the difference
between these values and those obtained in (a) and (b).
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25

2.6

2.7

(a)

(b)

(a)

(b)

(b)

Show that the radiative heat loss from a surface at temper-
ature T, to the sky (effectively at temperature 7.) may be
written as:

P =A e (T}-T% (2.22)

(That is, derive Equation (C.17) in from the first
principles of R3.)

Hence show that:
P =Ah (T, - T), with
h=ec (T =T (T, + T)(T, = T)(T, = T) (2.23)

From (2.11) find the hour angle at sunrise (when the zenith
angle 6,=90°). Hence show that the number of hours between
sunrise and sunset is given by (2.7).

Calculate the length of the day at midsummer and midwinter
at latitudes of: (i) 12°; (i) 60°.

If the orbit of the Earth were circular, then the irradiance on a
horizontal plane outside the atmosphere would be:

G,, = G,cosb, (2.24)
where GB is the solar constant.

If w, is the hour angle at sunset (in degrees), show that the
integrated daily extra-terrestrial radiation on a horizontal
surface is:

H!, = Gytlsing sind + (180 / mw,) cos¢ cosd sin ]  (2.25)
where t_ is the length of the day.

Note: Because of the slight ellipticity of the Earth’s orbit, the
extra-terrestrial radiation is not H/, but

H.,=[1+e’'cos(360n/365) H,, (2.26)

where e’ = 0.033 and n is the day number (e.g. n =1 for 1
January).

Use (2.26) to calculate H, for ¢ = 48° in midsummer and
midwinter.

Compare your answers with the clear sky radiation given in
i.

Derive (2.10), i.e.:

Ccos 0 = cosm cosd

from first principles. (This formula gives the angle 6 between the
beam and the normal to a surface having azimuth y= 0, slope B =
|latitude].)
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Hint: Construct a (x, y, 2 coordinate system centered on the
Earth’s center with the North Pole on OZand the Sun in the plane
y = 0, and find the direction cosines of the various directions.

Note: The derivation of the full formula (2.8) is similar but compli-
cated. See Coffari (1977) for details.

Is the energy in outgoing longwave radiation from the Earth
equal to that in the incoming shortwave radiation from the Sun?
Why?

The albedo of ice is approximately 0.8 and that of sea water 0.2.
If some sea ice (i.e. ice floating on sea water) melts completely
in the summer, thus exposing the water underneath, what effect
would this have on (a) the temperature of the water in the short
term; (b) the (re-)formation of ice in autumn (fall) and winter?

Discuss how these effects contribute to increases in average
temperature over the past 50 years being greater in the Arctic
than in the tropics.

About 70% of the Earth's surface is ocean, with an average depth
of about 4 km.

(a) If the temperature of the whole ocean increased by 1°C, esti-
mate by how much the sea level would rise due to thermal
expansion. (Take radius of Earth R, = 6.4 x 108 m, coeffi-
cient of thermal expansion of sea water =3 x10* K-'.) The
observed sea-level rise over the past 50 years is only about
10 cm; explain why. (Hint: sea-levelrise is expected to continue
for decades even if surface temperature stops increasing.)

(b) Briefly explain why the melting of the Arctic seaice[Fig. 2.19(c))

has not contributed to the global rise in sea level.

(c) The ice sheet over Greenland has an average depth ~0.5 km
and an area ~2 X 108 km?2. If this were all to melt, by how much
would this raise the average sea level of the ocean?

(for discussion) Your country (call it X) has filed at least one report
on climate change, as a party to the UN Framework Convention
on Climate Change. All these reports are available publicly at
unfccc.int and include a chapter on the potential impact of climate
change upon that country. What did X's most recent report assess
as the main impacts of climate change upon X? Do you think this
is an underestimate or an overestimate of the likely impacts in:
(i) 30 years' time?; (ii) 60 years’ time? Hint. Consider in particular
the relative amounts of RE and fossil fuels to be used in future
(see|Bo>< 17.1|and|Box 17.5|}.
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NOTES

Visiﬂ http://en.wikipedia.org/wiki/Solar timé for an excellent ‘user-friendly’ description of solar and civil time.
See NASA data science projects at| https://mvnasadata.Iarc.nasa.qov/P18.html|
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Major developments in climate change science are covered by the two major academic general science journals,
Nature and Science, both of which should be available in almost every university library. There are also many spe-
cialized journals, including Nature Climate Change, Climate Research, Journal of Geophysical Research, Journal
of Climate, International Journal of Climatology, etc. For other aspects of climate change, see the bibliography
for Chapter 17.
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LEARNING AIMS

e Appreciate the need for heat in domestic and e Know the principles of selective absorbing

commercial situations. surfaces.

e Understand the basic design and layout of e Consider the practical implications of the
solar water heaters. technology.

e Use the analysis of solar water heaters to e Establish a basis for the further study of solar
motivate learning about heat transfer. applications.

e Estimate performance parameters of solar
collectors from first principles.
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§3.1 INTRODUCTION

A basic use of solar energy is for heating the fluids of air and water. For
instance, houses in cold and temperate climates often need heated air
for comfort, and in all countries hot water is beneficial for personal and
clothes washing as well as for other domestic purposes. There are similar
needs in business, industry, and agriculture. Consequently, considering
national energy supply, in the UK about 30% is used for such heating
within buildings, and even in Australia with a warmer climate about 20%
is used for heating fluids, predominantly water, to ‘low’ temperatures
(<100°C). For solar energy systems, if the insolation is absorbed and uti-
lized without significant mechanical input (e.g. for pumping or blowing),
the solar system is said to be passive. If the solar heat is collected in a
fluid, usually water or air, which is then moved by pumps or fans for use
or storage elsewhere, the solar system is said to be active.

The general principles and analysis of solar water heaters apply also
to many other systems which use active and passive mechanisms to
absorb solar energy as heat (e.g. air heaters, crop driers, solar ‘power
towers’, solar stills for distilling water, solar buildings). These other appli-
cations will be dealt with in and.

The manufacture of solar water heaters has become an established
industry in several countries, especially China, Australia, Germany,
Greece, Israel, Brazil, and Japan. More than 200 million households now
use solar hot water collectors, in these and in many other countries, with
more than half in China. shows typical systems for household
use.

The main part of a solar heating system is the collector, where solar
radiation is absorbed and energy is transferred to the fluid. Collectors con-
sidered in this chapter do not concentrate the solar irradiance by mirrors
or lenses; they are classed either as flat plate or as evacuated collectors,
in contrast to the focusing collectors discussed in §4.7. Non-focusing col-
lectors absorb both beam and diffuse radiation, and therefore still func-
tion when beam radiation is cut off by cloud. This advantage, together
with their ease of operation and favorable cost, means that non-focusing
collectors are generally preferred for heating fluids to temperatures less
than about 80°C.

shows schematic diagrams of several types of collectors used
for solar water heating, and lists some indicators of their perfor-
mance. This chapter concentrates on glazed flat-plate and evacuated tube
collectors, since they are common worldwide; in addition, they allow practi-
cal experiments in teaching and their heat transfer analysis provides a step-
by-step appreciation of fundamentals for both active and passive
applications.

83.2 and 83.3 demonstrate how to estimate the performance indica-
tors of, using the methods of Review 3. 83.4 discusses the
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(a)

a A common type of solar water heater in Australia. The glass-covered flat-plate collector heats water for the insulated
storage tank placed above (hot water rises). A back-up electric heater in the tank is available for the rare occasions when
solar input is insufficient.

Source: Author photo.

b A household solar water-heating collector with a separated storage tank beneath the roof. Particularly common in climates
with freezing winters, with the primary antifreeze fluid circuit supplying heat through a heat exchanger to a hot water
storage tank. This particular collector is of the ‘evacuated tube' type.

Source: Photo fror‘r| www.qreenenerqvnorthwales.cor‘rl, used with permission.

Table 3.1 Summary of the typical performance for different types of collectors

Surface Glazing Figure I/ m?KW-1 TF‘,’“)/ °C  Relative price and performance
Black None 0.03 40 Used for swimming pools as very cheap for
hot water supply

Black Single 3.2(a) 0.13 96 Cheapest

Black Double 0.22 140 Small price increase for higher temperature

Selective Single 3.2(c) 0.40 240 Important improvement at moderate extra cost

Selective Double 0.45 270 Of doubtful extra benefit

Selective Evacuated  3.2(d) 0.40 300 Important for higher temperature, but more
tube expensive

Notes

L is the resistance to heat losses through the top of the collector for Tp =90°C, T,=20°C, u=5ms™.

2 T,‘)m) is the stagnation temperature for which an irradiance of 750 W m2 just balances the heat lost through . Since
‘stagnation’ implies zero flow rate, the actual working temperature is substantially less than this (see text).

3 Acollector is ‘efficient’ if the heat losses are small (i.e. large rpa) and if the water temperature is suitable (i.e. does not
need to be large for household use). In general, the more efficient collectors have higher Tém'.

4 Calculations of r_and Tém’ are in Worked Examples 3.1 and 3.4, and in Problems 3.3, 3.4 and 3.5.

integration of collectors into complete solar water heating systems. §3.5
and 83.6 examine two sophistications, namely using selective surfaces
and evacuated collectors. §3.8 concludes by outlining some social and
environmental aspects of this benign technology.
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(a)
Insolation

(shortwave
transmitted)

f / Glass cover (absorbs longwave

infrared radiation and re-emits)

Insulation
Water tubes Black plate (ab§orbs shortwave'z s:olar radiation,
emits longwave radiation)
(b)

Black flooded plate
(improved heat transfer)

(c) 3

‘m‘m! Selective surface
(black absorbing for shortwave,
shiny non-emitting for longwave)
(d) Glass tube

Vacuum

Inner tube with selective surface
containing heat transfer fluid
e.g. water

Fig. 3.2

Sketch diagrams of various solar water collectors, with some heat transfers indicated.

a Basic solar water heater, water tubes welded to plate and all black matt, glass cover and lower enclosure well insulated.
Internal convective loss by air movement not shown.

b Improved heat transfer from plate top surface to water with a flooded plate.

¢ Improved efficiency with a selective surface on the plate that reduces heat loss with less emission of longwave infrared
radiation.

d Outer glass vacuum tube around absorber to nullify loss of heat by internal convection.

§3.2 CALCULATION OF HEAT BALANCE: GENERAL
REMARKS

Our analysis uses terms and concepts_continuing from|Chapter 2 and

with heat transfer theory covered in[Review 3. Our analysis uses 'heat
circuit theory’ in the manner of ‘electrical circuit theory’ because this
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(To- Tal/RL Cover

Pu= Npf Pret

Fluid

Heat transfer from solar radiation to a fluid in a collector.

relates directly to fundamentals of conduction, convection, radiation, and
mass transport. Moreover, the circuit diagrams help clarify the physical
processes involved.

All solar collectors include an absorbing surface, called here the plate.
In the radiant flux striking the plate is 7, A G, where G is the

cov

irradiance on the collector, Ap is the exposed area of the plate, and 7, is
the transmittance of any transparent cover that may be used to protect
the plate from the wind (e.g.). Only a fraction e, of this flux is
actually absorbed. Since the plate is hotter than its surroundings, it loses
heat at a rate (Tp - T)/R. where R _is the thermal resistance to heat loss
from the plate (temperature Tp) to the outside environment (temperature

T)). The net heat flow into the plate may therefore be analyzed by any of
the following three equivalent equations:

'Dnm: Trn anAnG_[(Tn_ Ta)/RI] (31)
Pnet = AD {TcovaDG _ UL(TD_ Ta) (32)
Pret = NsAG (3.3)

where Ny is the capture efficiency (<1) and U, = 7/(RLAp) is the ‘overall
heat loss coefficient’. Either of (3.1) or (3.2) is referred to as the Hottel-
Whillier-Bliss equation.

Equating (3.2) and (3.3):

Nep = Toov@, = U (T, = T)/G (3.4)

Using (3.4), the lumped parameters for a particular collector are
determined experimentally by plotting the empirically determined col-
lector efficiency as a function of temperature difference, as shown in
[Fig. 3.4
It is obvious from the Hottel-\Whillier-Blisg equation of (3.1] or(3.2] that
the efficiency of solar water heating depends on one set of parameters
related to the transmission, reflection, and absorption of solar radiation,
and another set of parameters related to the retention and movement of
heat. In this text we consider each process independently to form a total
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heat circuit analysis. However, traditional engineering also considers the
physical system as a ‘black box’, to be analyzed functionally. For this,
practical engineering seeks ‘non-dimensional scale factors’ as groups
of parameters that, as a group, are independent of particular circum-
stances; the ‘fchart’ method is a well-used example (see Duffie and
Beckman (2006) or Brinkworth (2001)). However, using such ‘lumped
parameter’ methods may obscure the fundamentals of the heat transfer
processes, which are apparent in the ‘heat circuit’ analysis we use.

In general, only a fraction e of P, is transferred to the fluid at temper-
ature T.. In a well-designed collector the temperature difference between
the plate and the fluid should be small, and so the transfer efficiency My
is only slightly less than 1. In practice, My for the whole system varies
considerably due to differences in design, location, and maintenance, but
here we consider just the collector.

The useful output power from the collector is:

Pu = nprnet (3.5)
| = mc(dT,/d1) if a static mass m of fluid is being heated (3.6)|

= mc(T, - T,) if a mass m flows through the collector
in_unit time (3.7)

In (3.7), T, is the temperature of the fluid as it enters the collector and T,
as it leaves the collector.

These equations are most commonly used to determine the output P,
for a given irradiance G. The parameters A, 7, o of commercial collectors
are usually specified, leaving A, to be calculated using the methods of
Review 3. Although Tp depends on P, a reasonable first estimate can be
made and then refined later if required. This is illustrated in the following
section.

§3.3 FLAT-PLATE COLLECTORS

Many solar water-heating systems in commercial production are based
on a flat-plate collector. The plate and tube collector , common
since the 1960s, is the simplest type and still in widespread use. The
water is confined in parallel tubes welded or otherwise joined to a black
metal plate. It is essential to have minimal thermal resistance between
the plate and the tube, and across the plate between the tubes. Typically
the tube diameter is ~2 cm, the tube spacing ~20 cm and the plate thick-
ness ~0.3 cm. The plate and tubes are fixed in a framework with a glass
top and with thick insulation at the sides and rear; the whole assembly
must be thoroughly watertight and not allow ingress of moisture (to
avoid mold, corrosion, and extra heat loss); a 25- to 30-year guaranteed
lifetime is common.
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83.3.1 Estimating performance of a flat-plate collector

|Equations (3.6)|and|(3.7)| suggest two different parameters to measure
the performance of a collector: (i) the stagnation temperature Tp”“’ is the
temperature of a static fluid filling the collector (e.g. in the tubes of a
plate and tube collector) and in heat balance with its losses; and (i) the
maximum exit temperature T, of fluid flowing through the collector at
a standardized rate m.

T,/™ is always less than Tp(m) and depends largely on the water flow
rate m, so we focus in the first instance on the stagnation temperature,
as (for standard external conditions) it better characterizes the collector
as distinct from the system as a whole (see §83.4 on whole systems
including the fluid storage). The stagnation temperature also gives an
important guide to the range of possible applications of the collector.
For example, a collector with a stagnation temperature of 60°C would be
adequate for many domestic uses, but not for an industrial application
that required boiling or near-boiling water.

In Worked, we estimate collector performance from first
principles, using the heat circuit theory of Review 3 to calculate the key
parameters. We recommend you work through this example step by step
while checking your understanding of the principles involved. Each step
is not difficult, but the whole analysis becomes complex. Take your time
and do not rush — solar water heaters are not simple devices!

WORKED EXAMPLE 3.1
WATER HEATER

CALCULATE THE MAXIMUM WATER TEMPERATURE OF A SOLAR

A non-selective black-painted flat-plate collector, 1.0 m x 1.0 m in area, has a single glass cover 3.0 cm
above it and insulation immediately below of 10 cm thickness. It is exposed to solar irradiance G = 750
Wm=2. Water is the working fluid at temperature T. By making reasonable approximations and treating the
system as a single composite object, calculate the resistance to heat loss from the plate containing the
fluid, and hence the maximum temperature of the water when the water flow is zero (i.e. the stagnation

temperature Tp‘m').

Data: transmittance of glass cover 1 = 0.9; absorptance of the ‘black’ plate oo = 0.9; emittance of plate
and glass g =€,= 0.9 for longwave radiation; thermal conductivity of the insulation k= 0.035 Wm~'K-";
wind speed over the cover 5.0 m/s; ambient air temperature 20°C.

Solution

The physical situation is shown i with its heat circuit diagram (b). As a first approximation, we
assume zero thermal resistance between the metal plate and the fluid, so the plate temperature Tp =T,
the temperature of the fluid, which is assumed to be uniform since the flow rate is zero at the stagnation
temperature. Since the surface is non-selective, the emittance of the surface € = .

The analysis is by an electrical analogue that treats temperature as voltage, and thermal power as current,
which passes through resistances from the solar input to the environment at fixed 7 .. (See Review 3 for
more details on the circuit analogy generally.)
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(a)

Base losses
(b)
G
Tt
Y
CG__ R
b
Radiation
Free
convection R:, pg
Ry, pg Ty
g
Radiation
Forced Y Py
convection R
Rv, ga r,ga
Tsky
Tref .|- .|-

N

(a) Single-glazed flat-plate collector (schematic); (b) circuit analog of (a) as used in Workedm.

In the electrical analogue heat circuit of| Fig. 3.4(b),| G is symbolized as a source of continuous current into
the fluid, represented by the first node at 'voltage’ T,. The fluid and the plate are treated as combined.

- At the far right of the circuit, heat loss £, passes to the environment by conduction through the base of
large resistance A,. (Heat loss through a dry insulated base other than by conduction is negligible.)
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» In the centre of the circuit, a parallel heat loss passes from the fluid to the environment in three stages.
First, by free convection and radiation in parallel to the underside of the glass cover. Second, through
the glass by conduction through resistance ng. Third, to the environment by convection and radiation in
parallel.

- On the left of the circuit, capacitance C; represents the heat capacity of the fluid being heated.

The circuit analogue allows for convection from the top of the cover being to ambient air at temperature T,
for radiation from the top of the cover being to the sky at temperature 7;ky and for the small loss through
insulation being to its outer temperature T,. These different temperatures (cf. voltages) are maintained
in the circuit analogy by ‘batteries’ that maintain the required temperature with respect to a reference
temperature T, less than the other temperatures. T is the analogue of earth potential in electricity, as is
explained further i. Usually an appropriate choice is T, = 0°C.

These assumptions imply d7/dt =0 and 1= 1, so (3.1), (3.5) and (3.6) reduce to:

(T/™ — T)/R, =10 AG (3.8)

The bottom resistance is purely conductive and easily calculated from (R3.10):

X (0.1m)
R == =2.9K 3.9
’ kA (1.0m?)(0.035Wm K™ W ©9

The bottom resistance A, is much greater than the lumped-together top resistance Rpa, since in practice
it is easy and cheap to provide sufficient insulation below the plate so the base losses are negligible (see
Problem 3.2). So to a first approximation, R,= oo.

Consider in more detail the three stages of the outward heat transfer through the cover glass in the

central path of Fig. 3.4(b}:

1 Free convection by the air in the gap carries heat to the glass. In parallel with this the plate radiates heat
at wavelengths ~10 um. At these wavelengths, glass is not transparent but strongly absorbing (Se
). Therefore this radiation is absorbed by the glass.

2 The heat reaching the glass by these two mechanisms is then conducted to the outer surface of the
glass.

3 From here it is transferred to the surroundings by free and/or forced convection, and radiation.

Thus, the overall resistance between the top of the plate and the surroundings is the three stages in series:

—1 -1
Rpa: L.'_L +Rg+ L.’.L (310)
R R R R

v,pg r.pg v,ga r.ga

| the resistance R, is negligible, since the glass is thin (~56 mm) and a moderately good
conductor (k=1 W m™ K=") (You can verify this using (R3.10)). Therefore the temperature difference across
the glass is also negligible.

The convective and radiative resistances vary only slowly with the temperatures in the circuit, so the
calculation can proceed with initial estimates for these temperatures, e.g.:

— (<} _1 _ 0,
T.=70°Cand T,= (T, + T)) = 45°C (3.11)

For our T m? collector, the convective resistance R,  follows directly from Worked Example R3.2: R, =
0.52 KW,
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The radiative resistance R, is determined, using (R3.45) o and (C.18) o:

_(1/€p)+(1/£g)—1
rpg 4AG(T) (3.12)

(1/0.9)+(1/0.9) -1

= =0.150 KW
4(1m?)(5.67 x 108 Wm~2K-*)(330K)3

Note that although this calculation is at best accurate to two significant figures, we carry three figures
forward to avoid rounding errors later in the calculation.
Thus the total plate-to-glass resistance is given by:

=[(1/R, 5 + (1//?,’pg)]‘1 =0.116 KW (3.13)

The resistance to convective heat loss from the top cover is explained from (R3.15) and (R3.17) as

R, = 1/(h Al

v,ga

where the heat transfer coefficient h, [unit W/(m?K)] with a wind speed u is given by (C.15) o
as:

h,=a+ bu=24.7 Wm=2K"

for the values given. So R =0.040 K/W
Taking 7, = T,-6 K= 287 K, asin §2.6.3,s0 T=1(T, + T ) =303 K, the resistance to radiative heat

transfer is, using (R3.45) of Review 3 and (C.17) o

R, .= 14e,0ATI)
= 1/44(0.9)(5.67 x 107 8Wm2K~*)(1.0m?)(303K)%} = 0.176K. W' (3.14)

Hence:

R, =I[1/R, )+ (/R = 0.0329K/W (3.15)

v,ga rga)]

So, recalling that Rg = 0, the total (series) resistance above the plate is:
R,.=R,,+R,+ R,,=0.148K/W (3.16)

which is also the total resistance f_since we have assumed the parallel base resistance £, is infinite. Then
in (3.8) with 7= a=0.9 and G =750 Wm~2 gives:

T\m=RtaA G+T,

3.17
= (0.148KW-")(0.9)(0.9)(1m?)(750Wm~2) + 20°C = 110°C ( )

In practice, however, the transfer efficiency n of = 0.85 rather than 1.00; see §3.3.2. Putting this into the
calculation (it multiplies the first term on RHS of (3.17)) yields 7*m 96°C, with the other assumptions
unchanged.

Nevertheless, since water would boil at 100°C, our approximate calculation has correctly shown that
the stagnation temperature with zero water flow rate in sunny conditions may be high enough to cause
boiling.
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Worked[Example 3.1| points to some key design features:

1 Insulation is worthwhile. Almost any material that traps air in a matrix
of small volumes (<1 mm) is useful as an insulator on this rear side
(e.g. fibreglass, expanded polystyrene or wood shavings). The thermal
conductivity of all of these materials is comparable with that of still air
(k~0.03 Wm™ K); see. The insulating volumes of air must
not be too large, since otherwise the air will transfer heat by convec-
tion. The material must also be dry, since water within the matrix is a
much better conductor than air (see. Problem 3.2 shows
that only a few centimetres of insulation are required to increase the
bottom resistance to ten times the top resistance. Despite the need
for a rear cover to keep the insulation dry and to prevent damage by
birds and mice, etc., rear insulation is almost always beneficial and
cost-effective. [Continue P. 87]

BOX 3.1

REFERENCE TEMPERATURE T, FOR HEAT CIRCUIT MODELING

In the solar water Worked Example 3. I combining (3.6), (3.5) and (3.1) shows that fluid in a collector
heats up at a rate given by:

drT.
rncd—lf=rozAG—(Tf—Ta)/FI’L (3.18)
(a) G (b) Tp ¢ P, Losses
P
T; T,
Useful R Losses Convection Radiation

f L
Ta . Ta
Ambient---

:L Ty - --Sky
TFEf — Tref

A

= lref

(a) Analogue circuit for| eguation (3.18)| with loss resistance R_shown generically as a single

component between the plate and ambient temperature T; (b) more accurate analogue
circuit, with R, separated into parallel components losing heat to different, and possibly
changing, temperatures T, and Tsky.

The heat circuit for this situation is shown i . To maintain the circuit analogy, we require a
reference temperature T_,as the analogue of earth potential in electricity. T is an arbitrary but fixed
temperature that is independent of time, since dT/dt on the left-hand side of (3.18) can be replaced by
d(T; = T /dtif dT /dt= 0. A convenient choice is T, = 0°C. Only if the ambient temperature is constant
can we set T .= T_and still preserve the analogy between the circuit and the heat balanc
. The battery symbol in the right arm of the analogue circuit represents T, as a difference from T ..
Note that in many situations, the heat sink temperatures for convection and for radiation are not equal.
In general, convective loss is to the ambient air temperature, and radiative loss is to the sky and/or the

radiative environment] Fig. 3.5(b} allows for such different, and possibly changing, heat sink temperatures.
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2 Avoid excessive pressure and other dangers from very hot water and
boiling. Even simple solar water heaters produce dangerous condi-
tions if elementary safeguards are not taken (e.g. pressure release
valves, warning signs, child entry prevention). Avoiding boiling is one
reason why thermosyphon systems (83.4.2) are preferred in very
sunny climates (since their water flow is not subject to pump failure).

§3.3.2 Efficiency of a flat-plate collector

A collector of efficiency n_ and area A, exposed to irradiance G (meas-
ured in the plane of the collector), gives a useful output:

P,=1AG (3.19)

According to (3.3) and (3.5), the collector efficiency n, can be divided into
two stages, the capture efficiency n, and the transfer efficiency n,:

Mo = Mg (3.20)
It follows from (3.2) that:

Ci

Moy = Toou@, — U T, ~ T)/G (3.21)

which shows that as the plate gets hotter, the losses increase until
decreases to zero at the ‘equilibrium’ temperature 7™ (also called the
stagnation temperature).

Because the plate temperature Tp of an operating collector is not
usually known, it is more convenient to relate the useful energy gain to
the mean fluid temperature T,. Hence:

N, = P, /AG) = 1,7, 04, — 1, UL(7_'f -T)/IG (3.22)

pf “cov""p

In a well-designed collector, the temperature difference between the
plate and the fluid is small and the value of n is nearly one (see Problem
3.8). Typically, n,, = 0.85 and is almost independent of the operating
conditions, and, since pipes and storage tanks should be well insulated,
ff = Tp, the collector plate temperature. Hence the U in (3.22) is numeri-
cally almost the same as that in (3.21). The capture efficiency Msp (and
therefore also the collector efficiency n) would vary linearly with tem-
perature if U =1/(A,R ) is constantin (3.21) and (3.22), but in practice the
radiative resistance decreases appreciably as Tp increases. Therefore a
plot of n, against operating temperature is curved, as in[Fig. 3.4.

The performance of a flat-plate collector, and in particular its efficiency
at high temperatures, can be substantially improved by one or both of
the following:

1 Reducing the convective transfer between the plate_and the outer
glass cover, with a double-glazed top cover (see |Fig. 5.1(b)|and
Problem 3.5).
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Typical efficiency curves of single-glazed flat-plate collectors. Tf is the mean temperature
of the working fluid and T, is ambient temperature.
Source: after Morrison (2001).

2 Reducing the radiative loss from the plate by making its surface not
simply black but selective, i.e. strongly absorbing but weakly emitting
(see 83.5).

The resulting gains in performance are summarized in [Table 3.1

Commercial solar water heaters should be expected to have selective
surface plates.

83.4 SYSTEMS WITH SEPARATE STORAGE

§3.4.1 Active systems with forced circulation

The collectors themselves (see and|(b)) contain only a rela-
tively small volume of water, which when heated passes to an insulated
tank for storage; if the tank is above the collector, no pump is needed.
However, in climates with winter freezing and when integrated with
other heating systems, the storage tank is within the building and nor-
mally below the collector, so a water pump is needed;outlines
such a system as integrated with other water-heating mechanisms. The
separate fluid circuit through the collector allows antifreezing fluids to
be used. For domestic systems, tanks with volumes from about 100 to
300 liters can store a day’s supply of hot water, with actual use depending
on the range and water efficiency of washers, showers and baths. Such
forced circulation only needs a small pump, so the water temperature
increases in sunshine by about 5°C to 10°C at each initial pass through
the collector. This incremental temperature increase depends mostly on
the solar irradiance G and the difference between inlet and outlet tem-
perature of the collector. Optimum performance requires a controlled
variable-speed pump, but usually a cheaper fixed-speed pump is used
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Rooftop solar collector as priority input to a hot water system (thermal insulation on the
tank, pipes and collector not shown). The solar pump operates when the collector output
is hotter than its input by about 6°C. With input from the coldest (i.e. lowest) part of the
water tank, the collector operates at its maximum efficiency. The other heating systems
are for backup only (e.g. in winter or due to excessive hot water use).

for which the design temperature increase only occurs for one set of
conditions. The pump is powered from mains electricity or from a small
photovoltaic panel alongside the collector; it is automatically switched on
and off so the collector output temperature ~5°C more than the input.
This prevents needless use of the pump and, in particular, the stupidity
of losing heat from the collector in poor sunlight and at night. A further

WORKED EXAMPLE 3.2 TEMPERATURE RISE THROUGH A COLLECTOR

A flat-plate collector measuring 2 m x 0.8 m has a loss resistance r, =0.13 m? K W-" and a plate transfer
efficiency 1, =0.85. The glass cover has transmittance 7= 0.9 and the absorptance of the plate is = 0.9.
Water enters at a temperature T, = 40°C. The ambient temperature T, = 20°C and the irradiance in the
plane of the collector is G =750 WWm=2.

(a) Calculate the flow rate needed to produce a temperature rise of 4°C.
(b) Suppose the pump continues to pump at night owing to faulty control. Estimate the initial temperature
decrease at each passage through the collector. Assume: G =0, same pump rate, T, = 40°C, T, = 20°C.

Solution
(a) From (3.1) and (3.7), the useful power per unit area is:
q,=pcQ/ANT, = T)) = nraG - (T - T)/] (3.23)
Assuming Tp =42°C (the mean temperature of the fluid), this yields:
Q=35%x10"m3"1=130L h”’
(b) From (3.23) with G=0, Tp = 38°C and the previously calculated value of Q,
T,-T,=-13°C
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temperature sensor in the top of the tank may be used to prevent boiling.
Some countries and states require the auxiliary heating to be used
weekly or monthly to increase the tank temperature to about 55°C to Kkill
unwanted bacteria (e.g. those that might cause legionnaires’ disease).

The most efficient solar water heating systems include the tank and its
heat transfer mechanisms in the overall design. Generous insulation is
always beneficial, especially as it is cheap. Placing the water tank to mini-
mize the length of hot pipes is also beneficial, and easiest for new build-
ings with integrated design. Sensible planning regulations require such
design for both new and converted buildings (see Menanteau 2007).
Considering the tank, efficient design aims to maintain the hottest water
at the top of the tank and allow this to remain with stable stratification.
However, the input water to the collector should be from the coldest
layers of the tank at its bottom for best collector efficiency. Contriving
both conditions is challenging and not commonly met, especially if the
potable (pure) water cannot pass through the collector owing to potential
freezing or contamination. For instance, the heating coils shown in

initiate convective mixing in the tank so preventing stable strati-
fication. In addition, the temperature of the water delivered to the user
depends on the height at which the tank is tapped.

Other systems are designed to promote stratification, so that the
hottest water is available for as long as possible. One ingenious way to
achieve this is to have the heated water from the collector enter through
a vertical pipe with flaps over holes distributed vertically along the pipe.
Hotter water is less dense than colder water, so the flaps remain closed
until the heated water reaches a stratified layer at its own temperature.
At this position, the flap opens and the heated water joins with tank
water at the same temperature and so overall stratification is maintained.

83.4.2 Systems with thermosyphon circulation

Combining the water storage in one unit with the collector, and fixing
this unit on the roof or at roof height, is common in countries with a
generally hot climate (e.g. Africa_and Australia). The water circulation
in a thermosyphon system ), with the storage tank above the
collector as in a roof-top unit, is driven by the density difference between
hot and cold water. Consider the simple system shown in
a closed vertical loop of pipe filled with fluid.
At the section aa’,

b b
Ja (left) pgdZ - J. a light! jofe) dz>0 (3.24)

The left column of fluid is exerting a greater pressure at aa’ than the right
column, thus setting the whole loop of fluid in motion. The driving pres-
sure, which is precisely the left-hand side of (3.24), may be expressed
more generally as:




83.4 Systems with separate storage 91

(a) (b)
Height : z(m)
® . 14
57‘ ® @ 07 @l
0.5
®Collector Storage 0 ®—
tank 40 44

Temperature: T(°C)

Collector and storage tank with thermosyphon circulation: (a) physical diagram;
(b) temperature distribution (see Worked|Example 3.3).
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Principle of thermosyphon flow.

Py, = §pgdz (3.25)

where the circle denotes that the integral is taken around a closed loop.
Note that dzin (3.25) is the vertical increment, and not the increment of
length along the pipe|Equation (3.25) may be rewritten as:

Pin = Po9Hy, (3.26)
where the thermosyphon head
Hi = $lo/ py— Nz (3.27)

represents the energy gain per unit weight of the fluid and p, is any
convenient reference density. This energy gain of the fluid can be lost
by other processes and, in particular, by pipe friction represented by the
friction head H, of §R2.6.

The expansion coefficient

B=-(1/p)dp/dT (3.28)
is usually constant, so that (3.27) reduces to
H, =-Bl,=-BI(T- T )dz (3.29)

where T, is a reference temperature. Flow is in the direction for which
I is positive.
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WORKED EXAMPLE 3.3 CALCULATION OF THERMOSYPHON FLOW

In the heating system shown i, water enters the collector at temperature T, = 40°C, is heated by
4°C, and goes into the top of the tank without loss of heat at T, = T, = 44°C. If the system holds 100 liters
of water, calculate the time for all the water to circulate once round the system. Assume the tank has time
to achieve stable stratification.

Solution

The circulation and insulation ensure that the coldest water at the bottom of the tank is at the same
temperature as the inlet to the collector (i.e. T,=T,).

The integral (j)(T— T,Jdz around the contour 1234 is just the area inside the curve [Fig. 3.8(b]). This area is
the sum of the shaded triangles plus the middle rectangle, i.e.

Iy =(0.5m)(4°C) + (0.2m)(4°C) + 1(0.7m)(4°C)an = +3.2m.K

Obviously the flow goes in the direction 1234.

Taking a mean value f=3.5x 10 K" in (3.29) gives H,, =—0.0010 m.

This value will be sufficiently accurate for most purposes, but a more accurate value could be derived by
plotting a contour of p(2), usin for p(7), and evaluating (3.27) directly.

To calculate the flow speed, we equate the thermosyphon head to the friction head opposing it. Most
of the friction will be in the thinnest pipes, namely the riser tubes in the collector. Suppose there are four
tubes, each of length L =2 m and diameter D= 12 mm. Then in each tube, using the symbols of Review 2
(8R2.6)

H,,= 2fLu*/Dg where u is the flow speed in the tube and f= 16 v/(uD) for laminar flow.

1l
Hence:

e gD’H,,
32Lv

_(1.0x10°m)(12x10°m)*(9.8ms ™)
T (322m)(0.7x10°m?s™)

=0.031Tm.s™’

Checking for consistency, we find the Reynolds number uD/v = 540, so that the flow is laminar as
assumed.
The volume flow rate through the four tubes is:

Q=4urnD?/4)=1.4 x 10°m3s™!

Thus, if the system holds 100 litres of water, the whole volume circulates in a time of

1 1.0h
100)(10° m™ ( )( )
(100) ) 1.4%x10°m%s™" J\ 3.6x10°%s

=2.0h

§3.5 SELECTIVE SURFACES

§3.5.1 Ideal

A solar collector absorbs radiation at wavelengths around 0.5 um (from
the solar source at 6000 K) and emits radiation at wavelengths around
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10 um (from a source at ~350 K) (seq Fig. R3.1(). Therefore an ideal

surface for a collector would maximize its energy gain and minimize its
energy loss, by having a large monochromatic absorptance «, at A ~0.5
um and small monochroma’uc emittance g at A ~10 um, as indicated
schematically i |n 0 Such a surface has o, >> €, in the notation

of 8R3.5.4. With a selectlve surface, a and ¢ are weighted means of ¢,
and g_respectively over different wavelength ranges (cf. (R3.27)).

83.5.2 Metal semiconductor composite surface

Some semiconductors have o, and g, characteristics, which resemble
those of an ideal selective surface. A semiconductor absorbs only those
photons with energies greater than Eg; i.e. the energy needed to promote
an electron from the valence to the conduction band (se) The
critical energy E corresponds to a wavelength of 1.1 um for S|I|con and
2 um for Cu,O; shorter wavelengths are strongly absorbed |
However, the poor mechanical strength, low thermal Conductlwty and
relatively high cost of semiconductor surfaces make them unsuitable for
the entire collector material.

Metals, on the other hand, are usually mechanically strong, good con-
ductors and relatively cheap. They are also unfortunately good reflectors
(i.e. poor absorbers) in the both visible and infrared. When light (or other
electromagnetic radiation) is incident on a metal, the free electrons near
the surface vibrate rapidly in response to the varying electromagnetic
field. Consequently, the electrons constitute a varying current, which
radiates electromagnetic waves, as in a radio aerial. It appears to an
outside observer that the incident radiation has been reflected. The
power of the reflected wave is only slightly less than that of the incident

oy =€,

L Metal )
Ideal Semiconductor
selective
L surface
0 T T T T TT I T r--l--l-T-l-l-l-I ------
0.3 1 3 10
A/um

Spectral characteristics of various surfaces. The metal shown is Cu, the semiconductor is
Cu,0.
2
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wave (Born and Wolf 1999), so for A =1 um, p, = 0.97 (i.e. o, = €, = 0.03)
(see[Fig. 3.1d).

Some metals exhibit an increase in absorptance below a short wave-
length )Lp. For copper /lp = 0.5 um (see). Therefore, copper
absorbs blue light more than red and appears reddish in colour. The
wavelength lp corresponds to the ‘plasma frequency’ fp = c//lp, which is
the natural frequency of oscillation of an electron displaced about a posi-
tive ion. Net energy has to be fed to the electrons to make them oscillate
faster than this frequency, so o, increases to about 0.5 for frequencies
more than £ (i.e. wavelengths less than 4 ).

By placing a thin layer of semiconductor over a metal, we can combine
the desirable characteristics of both. shows how the incoming
shortwave radiation is absorbed by the semiconductor. The absorbed
heat is then passed by conduction to the underlying metal. Since the
thermal conductivity of a semiconductor is small, the semiconductor layer
should be thin to ensure efficient transfer to the metal. Nevertheless, it
should not be too thin; otherwise, some of the radiation would reach the
metal and be reflected.

Fortunately the absorption length of a semiconductor at A = 0.6 um
is typically only ~1 um, i.e. 63% of the incoming radiation is absorbed
in the top 1 um, and 95% in the top 3 um (see 8R3.6). Therefore,
the absorptance for solar radiation is large. The emitted radiation is at
wavelengths ~I0 um for which the emittance of both the metal and the
semiconductor is small (€= 0.1, as in.

Shortwave Longwave
radiation radiation
(strongly absorbed (weakly emitted
in the from the

semiconductor) metal)

Semiconductor

(e.g. Cu,0)
1
Metal (e.g. Cu) :
Good heat : Poor emission
conduction 1 from the metal
into the : and the
metal : semiconductor
1
1
1
Oshort = 0.85 €long = 0.1
A~1um A~10 um

Heat flow in one type of selective surface. Here a semiconductor (which strongly absorbs
solar shortwave radiation) is deposited on a metal (which is a weak emitter of thermal
longwave radiation)
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The result is a composite surface that has much lower radiative loss
than a simple black-painted surface (which is black to both visible and
infrared radiation, and therefore has o= €= 0.9). The absorptance is not
quite as large as that of a pure black surface, because a, of the selective
surface decreases for A> 1 um (seg{Fig. 3.10), and 30% of the solar radia-
tion is at wavelengths greater than 1 um (seelFig. 4.1|).

The small emittance of the selective surface becomes more of an
advantage initially as the working temperature increases, since the radia-
tive losses increase as T*. For example, at a plate temperature of 40°C
with £€>0.9, radiative losses are typically only 20% of the total (e.g. cal-
culate these in Worked; however, at a plate temperature
of 400°C they would be 50% if €= 0.9 but only 10% if e= 0.1 (but see
caution after (4.24) for 7> 1000°C). Nevertheless, if the surface tempera-
ture becomes extremely hot, for instance, for a collector in a concen-
trated solar array (84.8) at perhaps 1000°C or more, then the wavelength
range for both absorption (from the Sun) and emission (from the col-
lector) overlap so that the monochromatic absorptance o, and mono-
chromatic emittance g, are no longer significantly different and selective
surfaces cannot be obtained.

83.5.3 Manufacture of selective surfaces

One method for preparing an actual selective surface involves dipping a
sheet of copper into an alkaline solution, so that a film of Cu,O (which is
a semiconductor) is formed on it. Many other surface coating types have
been successfully developed, including black chrome (Cr/CrQ,), metal
pigmented aluminum oxide (e.g. Ni/ Al,O,) and oxidized stainless steel.
Most commercial production of selective surfaces is now by sputtering,
rather than by electrochemical dipping. Sputtering allows the preparation
of water-free composite coatings within which chemical composition,
compositional grading, metal particle size and volume fill factor can be
carefully controlled. Such selective absorbers readily achieve o >0.95
and € <0.10.

The absorbing thin-film layer is usually a metal: dielectric composite,
often with graded refractive index increasing with depth. A favored
composition is a fine-grained dispersion of submicron-sized conducting
particles embedded in an insulating matrix of low dielectric constant
that is transparent to infrared radiation. Many physical processes
can contribute to the large solar absorptance (e.g. plasma resonance
of free electrons (as in Cu), resonant scattering by discrete conduct-
ing particles, textural discontinuities and surface roughness, inter-
band transitions (as in semiconductors), and interference effects).
Theoretical models of such dispersions using Maxwell’s equations go
back to 1904, but have recently been refined into ‘effective medium
theories” which allow computer modeling to be used to evaluate
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candidate media and optimize designs (Wackelgard et al. 2001; Hutchins
2003).

Selective surfaces continue to be an active area of research and devel-
opment (R&D), as manufacturers of solar thermal equipment strive to
improve efficiency, reduce manufacturing cost, and improve robust-
ness (especially for applications at temperatures >200°C). Much of this
R&D focuses on production techniques and on the nanostructure of the
surface.

§3.6 EVACUATED COLLECTORS

Using a selective absorbing surface substantially reduces radiative losses
from a collector. To improve efficiency further and obtain larger tempera-
ture differences (e.g. for heat supply at temperatures >~70°C, for which
there is substantial industrial demand) convective losses must also be
reduced. One method for moderate improvement of a flat-plate collector
is to use ‘double-glazing’ (see Problem 3.3). However, undoubtedly the
best method is to evacuate the space between the plate and its glass
cover. This requires a very strong structural configuration to prevent the
large air pressure forces from breaking the glass, which is best provided
with the collector within an outer glass tube of circular cross-section. A
less common method for flat-plate collectors is to have strong transpar-
ent ‘spacers’ in the partially evacuated space between the plate and
cover to counteract the external air pressure.

One type of evacuated collector uses a double tube, as shown in
with the inner tube containing either the potable water to
be heated directly or another the heat transfer fluid. The outer tube is
made of glass because it is transparent to solar shortwave radiation
but not to thermal, longwave, radiation, and because glass is relatively
strong compared with transparent plastic materials. The inner tube is
usually made of glass since glass holds a vacuum better than most
other materials. The out-gassing rate from baked Pyrex glass is such
that the pressure can be held less than 0.1 N m=2 for 300 years, which
is about 107 times longer than for a copper tube. The inner tube has a
circular cross-section. This helps the weak glass withstand the tension
forces produced in it by the pressure difference between the fluid inside
and the vacuum outside. Typically the tubes have an outer diameter
D=5 cm and an inner diameter d=4 cm. By suitably connecting an array
of these tubes, perhaps with back reflectors, such collectors receive
both direct and diffuse solar radiation. Other variations are also marketed
successfully, especially single glass tube systems with the interior col-
lector a metal tube in contact with a long plate, behind which is fixed a
woven cloth wick as a "heat pipe’ see 8R3.7.2). Here the
combined tubes are sloped and the fluid within the wick evaporates.
The vapor condenses within the horizontal manifold of a header heat
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exchanger and the condensed fluid passes back down the assembly
for the cycle to repeat. Each combined tube is independent and may be
extracted and replaced without interfering with the overall system. The
heat pipe transfers significant heat with negligible thermal resistance.
The manufacturing processes for all forms of evacuated collectors
use sophisticated, automatic equipment. The tubes should have a long
lifetime, but are susceptible to damage from hailstones and vandalism.

WORKED EXAMPLE 3.4 HEAT BALANCE OF AN EVACUATED COLLECTOR

Calculate the loss resistance of the evacuated collector of|Eig. 3.12(a] and estimate its stagnation
temperature. Take D=5.0 cm, d=4.0 cm, length of tube 1.0m; longwave (infrared) emittances &, = 0.10,
g =1.0, &, =1.0; shortwave (solar) absorptance of plate o, = 0.85, transmittance of glass 7, = 0.90,

G=750Wm? T =20°C, T, =T, =40°C; T,=100°C, wind speed u=5.0ms™".

cov

Solution
The symbols and methods of Review 3 are used, together with information in Appendices B|(Table B.%)
and C.
a ) b
(a) G & (b) G O
Y T, = T; Plate, fluid
p= 'f '
‘Vacuum' -\\n’/fcf/' Radiation
Radia- Opn e
Selective i G _ "PI e T,ov Glass cover
surface Fluid Convection Radiation
over v, ga Rr a
inner glass wall ¢ R T, Ambient
D — T T

for heated water
wick inside
inner black tube °uter transparent

glass tube
Vapor (vaccum inside)
condenses
giving up
latent heat

Internal tube
absorbing black
surface heats inside the inner tube,
so liquid liquid returns
evaporates to vapor  within the wick

before vaporizing again

Fia. 3.12

(a) Evacuated collector. (b) Circuit analogue of (a). (c) Evacuated tube collector with internal heat-pipe and
collector plate. Heat of condensation passes to the heated water in the top heat exchanger. Many such tubes
are similarly connected in parallel.
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The circuit analogue is shown in It has no convective pathway between the ‘plate’ (inner
tube) and glass (outer tube) because of the vacuum. The only convection is from the outer glass to the
environment. Consider a unit length of tube. 7 =100°C =373 K, T, =40°C =313 K. Treating the two
tubes as close parallel surfaces, then by (C.18), (R3.2), (R3.5) and (R3.43) we obtain by algebraic factorization:

1/r,,=0€,£ [ sz + ng) (T,+T)=0.92 Wm=2K-"
Taking the characteristic area Apg to be that of a cylinder of length 1 m and mean diameter 4.5 cm:

A, =21(0.045m)(1.0m) = 0.28 m?

. _ _ 1 _ -1
hence: R, =r /A = /0.92 Wim2K-1)(0.28m2) = 388 KW

For the convective loss per unit area of the outside surface, for an approximate answer we may use
(C.15) with area Ag =2m(0.050 m)(1.0 m) = 0.31 m2. Thus the convective loss coefficient per unit area is
approximately

h,g=a+bu= [(5.7Wm=2K-") + (3.8 Wm2 K-'m-"s) x 5.0 ms-') 25 Wm=2 K-’
By (R3.45), since g, =¢,, = 1.0, and F';, = 1.0, the radiative loss coefficient for the outer surface is
h,ge =40 (T + T,)/21° = 6.2 Wm2K"!

The losses by convection and radiation from the external glass to the environment are in parallel, and since
by (R3.6) h=1/r, the combined thermal resistance is

Ryo=1/1h, 4+ h o)A =1/1(24.7 + 6.2)Wm=2K"" x 0.28 m?]

v.ga
=1/[8.65WK-"] = 0.12KW-"
and
Rpa: Rga+ Ffpg: (0.12 + 7.7) KW-1 = 7.8 KW'

Note how the radiation resistance Fi'pg dominates, since there is no convection to ‘short-circuit’ it. It is not
significant that the mixed convection formula (C.15) applies to a flat surface, since it will underestimate the
resistance from a curved surface.

Since each 1 m of tube occupies the same collector area as a flat plate of area 0.05 m2, we could say
that the equivalent resistance of unit area of this collector is la= Rpa. 0.05 m?=.0.39 m? KW-', although
this figure does not have the same significance as for true flat plates.

To calculate the heat balance on a single tube, we note that the heat input is to the projected area of the
inner tube, whereas the losses are from the entire outside of the larger outer tube. With no heat removed
by a stagnant fluid, input solar energy equals output from losses, so

7,0,Gd (1.0m) = (T, ~ T)/R,,

T,— T,=0.90x0.85x 750 Wm™x 0.04 m x 1.0 m x 7.8 KW' = 180 K

giving Tp: (180 + 293)K= 473K = 200°C for the maximum (stagnation) temperature.

Note:

This temperature is less than that listed for the double-glazed flat plate i. However, Tg””

and, more importantly, the outlet temperature T, when there is flow in the tubes, can be increased by
increasing the energy input into each tube (e.g. by placing a white or reflective surface behind the tubes),
which increases radiant input by reflecting shortwave radiation and reducing the effect of wind.
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§3.7 INSTRUMENTATION AND MONITORING

All machines require monitoring to check they are functioning correctly,
which requires instruments and warning devices to inform the operator/
householder. This principle is universally accepted for cars and other
vehicles with a range of indicators in front of the driver. The same
principle applies to solar heaters, although their operation is much
simpler. Instruments and indicator lights should be placed at eye level
in a position often noticed by the householder, for instance, on a wall
adjacent to the opening side of a regularly used door. Hidden instruments
are useless. In addition, a copy of the original instruction details, plans
and operational note should be safeguarded in an obvious position. Over
the 30 years or more lifetime of the device, operators and householders
will change and need to be re-informed. Once constructed, solar water
heaters are simple devices, but even so many owners fail to check their
operation and may fail to benefit fully from the free heat.
Useful instrumentation includes the following:

e Display of temperatures.*

e Temperature sensors (usually thermistors) for the display: collector
outlet,* top of the tank,* bottom of the tank,* bottom of the collector,
middle of the tank.

e Pump-enabled* on/off colored lights.

e Pump hours run.

e Back-up heating on* (especially important for electric immersers for
which sensors and time clocks may fail or be mistimed, and so unnec-
essary electricity is used).

¥ indicates the most desirable instruments for a diligent householder.

Faults (and remedial actions) that may occur during the long lifetime of a
solar water heater include the following:

e Dirty cover glass (inspect at least twice per year and if necessary
clean; note that self-cleaning glass may be used: see).

e Pump failure (indicated by temperature difference across the collector
being too large).

e Sensor failure (often mice and rodents nibble the cables!).

e Fuses blown (not itself a fault, but indicates a probable fault).

* Frozen and burst pipes (inadequate insulation and/or bad positioning).

e Metal corrosion from poor design using mixed metals (should not
occur with reliable design; annual inspection recommended with
remedial action if necessary).

Very few solar water heaters are fitted with heat metres (propor-
tional to the product of water flow rate and temperature increase) and
so the value of heating is not usually measured. It may be inferred
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however if the pumping rate is known and the pump running hours are
measured.

§3.8 SOCIAL AND ENVIRONMENTAL ASPECTS

Solar water heating is an extremely benign and acceptable technology.
The collectors are not obtrusive, especially when integrated into roof
design. There are no harmful emissions in operation and manufacture
involves no especially dangerous materials or techniques. Installations
may be expected to be effective with very little service cost for at least
25 to 35 years. Installation requires the operatives to be trained conven-
tionally in plumbing and construction, and to have had a short course in
the solar-related principles. The technology is now developed and com-
mercial in most countries, either extensively (e.g. China, Turkey, Brazil,
Greece, Cyprus, Germany, Israel) or without widespread deployment
(e.g. the USA, France and the UK). It works best everywhere in summer
and especially in sunny climates (e.g. the Mediterranean), and where
alternatives, such as gas or electricity, are most expensive (e.g. Israel).
Units designed for colder climates with the threat of freezing conditions
are more sophisticated and expensive than those made for countries
where freezing does not occur. The solar water heaters discussed in
this chapter may be used at larger scale for space heating as well as for
water heating, especially if linked to large-scale inter-seasonal thermal
storage.

It is important to stress that in locations with relatively small daily inso-
lation, whether due to latitude or cloudiness (se), solar water
heaters are still beneficial for preheating water (say, to 30°C) when there
is a second system to complete the heating (to, say, 50°C). In the UK, for
instance, a 4 m? collector is sufficient for nearly 100% supply to a family
of two to four, with careful use, from mid-April to late September, and will
preheat in other months, so saving on other fuels throughout the year.

Unglazed solar water heating systems are cheap and provide useful
heat in certain circumstances (e.g. for slightly boosting the temperature
of water in swimming pools, as is widespread in the USA).

In almost all cases, using solar energy for water heating replaces brown
(fossil) energy at source. This gives the benefits of improved sustainabil-
ity and fewer greenhouse gas emissions, as described in 81.2. For this
reason, some governments partially subsidize household purchase of
solar water heaters in an attempt to offset the ‘external costs’ of brown
energy (see for a general discussion of external costs and
policy tools). The fossil fuel use replaced may be direct (e.g. gas heating)
or indirect (e.g. gas or coal-fired electricity). Especially in colder countries,
the replacement is likely to be seasonal, with the ‘solar deficit’ in the
cooler months being supplied by electric heating, central heating boilers,
or district heating.
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By the end of 2011, total global solar water heating capacity (glazed)
had reached 232 GW (thermal), with net annual addition (i.e. less retire-
ments) of 50 GW,, (REN-21 Status Report 2012). (In reckoning installed
capacity for statistical purposes, 1 million m? of collector is equated
to 1GW of thermal capacity; see Problem 3.8.) The significant annual
increase indicates that the medium- to long-term outlook for solar water
heating is positive, although growth may not be steady owing to short-
term policy changes and ‘financial crises’.

A solar water heating system can be installed by practical household-
ers, although most people employ trained and certified tradespersons.
The collectors (and for some systems the water tank also) are usually
fixed on roofs of sufficient strength. In most situations, a ‘conventional’
water heating system is available as back-up and for winter conditions.
Nevertheless, the payback time in fuel saving against the operational
cost of a conventional system is usually five to ten years, which is sub-
stantially less than the lifetime of the solar system itself (see Worked

|Examp|es 17.1| and|17.2|).

Solar water heaters, even relatively sophisticated ones, can be manu-
factured in most countries on a small or medium scale, thus giving
employment and providing useful products. They do not need to be
imported and there is usually a demand, especially from the middle
class and members of ‘green’ organizations. The technology is modular
and can be scaled up for commercial uses, such as laundries and hotels.
Early experience from the 1970s onward provided the market incen-
tive for modern manufacturing. The largest national production of solar
water heaters is in China, which accounts for more than 75% of world
production. Here basic low-priced systems mostly provide domestic
hot water, even if only for half the year in the winter climate and high
latitude of China. More recently evacuated tube collectors form much of
the Chinese production, contributing to significant exports.

All of these features are examples of the benefits of renewable energy
systems generally, as set out in|Chapter 1|

CHAPTER SUMMARY

Solar water heaters are a widely used and straightforward application of solar energy, in use in over

200 million households worldwide. There are relatively few homes and businesses that would

not benefit from such installations, yet their use is still far from universal. Most systems use glazed,
non-concentrating collectors, which typically raise the water temperature to 30 to 60°C above ambient,
depending on insolation and flow rate. The performance of such collectors may be estimated using
standard formulae of heat transfer, as is demonstrated in this chapter. The general principles and

analysis that apply to solar water heaters apply also to many other systems that use active and passive
mechanisms to absorb the Sun’s energy as heat. Selective surfaces and evacuated collectors enhance the
performance of collectors at acceptable cost.
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QUICK QUESTIONS

Note: Answers to these questions are in the text of the relevant section
of this chapter, or may be readily inferred from it.

1 What substance occupies the greatest volume in a good non-
evacuated thermal insulator?

2 What type of collector is most suitable for supply of water at (i)
~B60°C; (ii) boiling temperature?

3 What type of solar water heater is most economic for giving extra
heat to a swimming pool?

4 Why do most solar collectors include a glass cover? Why glass and
not polythene?

5 What is the difference between an ‘active’ and a ‘passive’ solar
system for heating water?

6 What is a selective surface, and why is it useful in solar water
heating?

7 Name the device used in some evacuated solar collectors
that transfers heat very easily, i.e. that has very small thermal
resistance.

8 Why is the efficiency of a typical solar collector less at 80°C than at
20°C?

9 What is the importance of basic instrumentation for solar water
heaters and where should it be placed?

10 Name three heat-loss mechanisms present in all solar water heaters
and describe methods to reduce each one.

PROBLEMS

3.1 The collector of Worked had a resistivity to losses
from the top of lg = 0.13 m2 KW-'. Suppose the bottom of the
plate is insulated from the ambient (still) air by glass wool insu-
lation with k= 0.034 Wm™" K. What thickness of insulation is
required to ensure that the resistance to heat loss at the bottom
is (a) equal to and (b) 10 times the resistance of the top?

T, T, T, Toky
Rpg Hgﬁ
Roa

Thermal resistances for Problem 3.2.

3.2

In a sheltered flat-plate collector, the heat transfer between the
plate and the outside air above it may be represented by the




3.3

34

3.5

3.6
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network shown in[Eig. 3.13, where T, T, and T, are the mean
temperatures of plate, glass and air respectively.

(@) Show that:
Tg =T + (Rga/ Fi’pa) (Tp— T)

Verify that, for T = 70°C and the resistances calculated in
Worked[Example 3.1, this implies 7, =32°C.

(b) Recalculate the resistances involved, using this second
approximation for Tg instead of the first approximation of %
(T,+ 7)) = 45°C used in the example, and verify that the effect
on the overall resistance I is small.

A certain flat-plate collector has two glass covers. Draw a resist-
ance diagram showing how heat is lost from the plate to the sur-
roundings, and calculate the resistance (for unit area) Fa for losses
through the covers. (Assume the standard conditions of Worked
.) Why will this collector need thicker rear insulation
than a single-glazed collector?

Calculate the top resistance Fa of a flat-plate collector with a single
glass cover and a selective surface. (Assume the standard condi-

tions of Worked|Example 3.1.) See[Fig. 3.2(d).

Calculate the top resistance of a flat-plate collector with double-
glazing and a selective surface. (Again assume the standard condi-

tions.) Seel[Fig. 3.2(c].

Bottled beer is pasteurized by passing 50 liters of hot water (at
70°C) over each bottle for 10 minutes. The water is recycled, so
that its minimum temperature is 40°C.

(@) A brewery in Kenya proposes to use solar energy to heat
this water. What form of collector would be most suitable
for this purpose? Given that the brewery produces 65,000
filled bottles in an 8-hour working day, and that the irradi-
ance at the brewery may be assumed to be always at least
20 MJ m=2day~" (onahorizontal surface), calculate the minimum
collector area required, assuming no heat supply losses.

(b) Refine your estimate of the required collector area by allowing
for the usual losses from a single-glazed flat-plate collector.
(Make suitable estimates for G, T,, u.)

(c) For this application, would it be worthwhile using collectors
with (i) double-glazing; (ii) selective surface?

Justify your case as quantitatively as you can.
Hint: Use the results summarized in[Table 37 .
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3.7

3.8

What happens to a thermosyphon system at night? Show that
if the tank is wholly above the collector the system can stabilize
with H, =0, but that a system with the tank lower (in parts) will
have a reverse circulation.

Hint: construct temperature—height diagrams as shown in m

[3.80]

In reckoning installed capacity for statistical purposes, 1 million
m? of collector is equated to 1GW of thermal capacity. Verify that
this is a reasonable conversion factor, using insolation data from

[Chapter 4

The following problems involve more sophisticated analysis, but may be
suitable for extended study, perhaps in a class group.

3.9

3.10

Some of the radiation reaching the plate of a glazed flat-plate col-
lector is reflected from the plate to the glass and back to the plate,
where a fraction o of that is absorbed, as shown in[Fig. 3.14.

(a) Allowing for multiple reflections, show that the product 7o in
(3.1) and (3.8) should be replaced by
(107

(t0) 5 = —(—alp,

where p, is the reflectance of the cover system for diffuse
light.

(b) The reflectance of a glass sheet increases noticeably for
angles of incidence greater than about 45° (why?). The reflect-
ance p, may be estimated as the value for incidence of 60°;
typically p,= 0.7. For 7= a = 0.9, calculate the ratio (za) /7,
and comment on its effect on the heat balance of the plate.

Fin efficiency: shows a tube and plate collector. An
element of the plate, area dxdy, absorbs some of the heat reaching

Irradiance
\\ G
AN

TG\ (1-a)7G

Covers

(1= a)rpyG

7777 77IN7T7T7777TR7777777 77
\<‘ ’\ Absorber

aG Ta(1 = a)pyG plate

Multiple reflections between collector cover(s) and plate (for Problem 3.9)



Problems 105

5 w/2 (T=Talrpa

Bond region

Cross-section of a tube and plate collector (for Problem 3.10).

it from the sun, loses some to the surroundings, and passes the
rest by conduction along the plate (in the x direction) to the bond
region above the tube. Suppose the plate has conductivity k and
thickness §, and the section of plate above the tube is at constant
temperature T,.

(@) Show that in equilibrium the energy balance on the element of
the plate can be written

a’r
/<5W =(T-T,-7aGr,)/r,
(b) Justify the boundary conditions:
ﬂ =0atx=0
ax

T=T,atx=(W-D)/2
(c) Show that the solution of (a), (b) is

[-T,-wGr, coshmx
T,-T, - wcGrpa coshm(W -D)/2

where m? = 1/(kér,), and that the heat flowing into the bond
region from the side is

(W= DIFltaG - (T, = T)/r, ]

where the fin efficiency is given by
Fo tanhm(W -D)/2
m(W -D)/2
(d) Evaluate F for k=385 Wm™ K1, § =1 mm, W= 100 mm,
D=10 mm.
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84.1 INTRODUCTION

Solar radiation has many applications other than heating water, so in
this chapter we progress incrementally by analyzing some other thermal
applications, using the basic principles of heat transfer and storage from
Review 3. Solar buildings are probably the most important such applica-
tion, but as they integrate solar heating and cooling with the efficient use
of energy, they are included as a key aspect of

Solar air-heaters, 84.2 are the basis of solar crop dryers (84.3). Much
of the world’s grain harvest is lost to fungal attack, which is prevented
by proper drying. Crop drying requires the transfer not only of heat but
also of water vapor; so too does solar distillation of saline or brackish
impure water for irrigation and drinking (potable) water, 84.5. Absorption
refrigerators use heat to produce cold; their use in solar refrigeration and
cooling is explained in 84.4. An interesting method to capture solar heat
is the solar salt-gradient pond, 84.6. However, practical application of
these three applications has been very limited, largely due to their costs
relative to alternatives, not least refrigeration and desalination driven by
solar electricity from photovoltaics.

The maximum intensity on Earth of solar radiation without concentra-
tion is about 1 kW/m?; this intensity is compatible with life processes,
but insufficient for thermal input to machines or for chemical process-
ing. Therefore in clear-sky climates we concentrate beam radiation with
concentrating mirrors by factors of up to ~100 in linear concentrators
and up to ~3000 in point concentrators, while at the same time raising
the temperature at the focus to maxima of ~750°C in linear concentra-
tors and ~3,500°C in point concentrators. However, a dispersed focus
that spreads energy over a receiver surface to maximize energy capture
operates at a smaller temperature. 84.7 considers these concentrators
and §4.8 explains how the increased energy flux and increased tem-
perature are used for heat engines to power electricity generation (con-
centrating solar thermal power). Note that focusing collectors of 84.7
have numerous other uses, including photovoltaic electricity generation
and synthesis of chemicals and fuels, such as hydrogen
(84.9).

The chapter concludes with a brief review of some of the social and
environmental aspects of the technologies discussed.

84.2 AIR HEATERS

Hot air is required to warm buildings (§16.4) and dry crops (84.3). Solar
air heaters are similar to the solar water heaters described in
because a fluid is warmed by contact with an irradiated surface in a col-
lector. In particular, the effects of orientation and the mechanisms of
heat loss are very similar.
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Two typical designs are shown in, with a practical applica-
tion shown in. Note that air heaters are cheap because they
do not have to contain a heavy fluid; therefore they can be built of light,
local materials, and do not require frost protection. Review 3 considers
heat transfer in detail; however, the principle of air heaters is straightfor-
ward. For air of density p, specific heat capacity ¢, volumetric flow rate
Q being heated from temperature T, to T,, the useful heat flow into the
airis:

P, =pcQ(T,~T,) (4.1)

From data|tab|es Bi|and|BZ(a)l note that the density of air is =1/1000
that of water, and its specific heat capacity ~1/4 of water; so for the
same energy input and temperature differences, air has a much greater
volumetric flow rate Q. However, since the thermal conductivity of air is
much less than that of water for similar circumstances, the heat transfer
from the plate to the fluid is much reduced. Therefore, air heaters of the
type shown in should be built with roughened or grooved multi-
layer plates or porous grids, to increase the surface area and turbulence
available for heat transfer to the air.

A full analysis of internal heat transfer in an air heater is complicated,
because the same molecules carry the useful heat and the convective
heat loss, i.e. the flows 'within’ the plate and from the plate to the
cover are coupled, as indicated i. The usual first approximation
is to ignore this coupling and to analyze air heaters in the manner of
water heaters; see 83.2 and 83.3.2. If the component of solar irradiance
incident perpendicular to the collector is G, on area A, the collector effi-
ciency is:

P T,-T
m:tfzmaz ) (4.2)
GA GA

The useful heat P is the difference between the absorbed heat and the
heat losses. The absorbed heat is a fraction f of the irradiance reaching
the collector plate of absorptance o, through the transparent cover of
transmittance t_ . If U, (the heat loss factor) is the heat loss per unit col-
lector area per unit temperature difference between the collector plate
surface at Tp and ambient air at 7, then:

P,=fAG, 1, 0,-UA(T -T) (4.3)

¢ “cov'p

In the simplest modeling we may assume a single value for the collector
plate temperature Tp; in more sophisticated modeling the collector is
zoned, with air passing from one zone to the next.

The standard empirical evaluation of system characteristics is to
measure air flows and temperatures as the solar irradiance G_ varies.
Then n is obtained from (4.2) and plotted against (Tp - T,) /G, as shown
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(a)

Glass cover

Rough, black
absorbing surface

(b)

AT i

ERE

Two designs of air heater.
a with air passing over a black surface;

b a solar collector in Minnesota, USA, constructed as a black grid through which air is
sucked, thereby heating, and then passes into the house.

in. Further information is obtained using (4.1) to obtain P and
plotting this against (7'p - T.), asin (4.3). If the material properties 1, and

o, are known, then the overall loss factor U, and the collection fraction 7
are obtained from the slope and ordinate intercept.

84.3 CROP DRIERS

Grain and many other agricultural products must be dried before storing;
otherwise insects and fungi, which thrive in moist conditions, ruin them.
Examples include wheat, rice, coffee, copra (coconut flesh), certain
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tac @
Tp
------ Plate
Radiation Convection
Output
C plate - T2
(plateor — T
grids)
Transport
of heated
Glass T, Conduction air out of
the heater
Radiation Convection
T ______ .
Tek a Ambient
YT T
= T ref

Heat circuit for the air heater o Note how air circulation within the heater

makes the exit temperature T, less than the plate temperature TpA Symbols are as in
; see also the list of symbols at the front of the book.

fruits, and, indeed, timber. We shall consider grain drying, but the other
cases are similar. The water is held in the outer layers of the grain and
also within the cellular structure; the latter takes much longer during
drying to diffuse away than the former. All forms of crop drying involve
transfer of water from the crop to the surrounding air, so we must first
determine how much water the air can accept as water vapor.

84.3.1 Water vapor and air

The absolute humidity (or 'vapor concentration’) y is the mass of water
vapor present in 1.0 m® of the air at specified temperature and pres-
sure. This becomes a maximum at saturation, so if we try to increase y
beyond saturation (e.g. with steam), liquid water condenses. The satu-
ration humidity y, depends strongly on temperature . A
plot of y (or some related measure of humidity) against T is called a
psychrometric chart . The ratio y/x, is the relative humidity,
which ranges from 0% (completely dry air) to 100% (saturated air).
Other measures of humidity may also be used (Monteith and Unsworth
2008).

As an example of the use of a psychrometric chart, conside.
Air at point A (30°C, 80% relative humidity and 25 g/m? absolute humid-
ity) is heated to point B at about 47°C. Here the relative humidity has




114 Other solar thermal applications
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Psychrometric chart (for standard pressure 101.3 kN m-2).

decreased to about 35% (absolute humidity, i.e. the mass of water
content. remains the same). The air is then used to dry a crop, so
the relative humidity rises to 100% as it cools back to 30°C, now
with increased water content represented by the increased absolute

humidity of about 30 g/m3. This process is considered later in Worked
Example 4.1].

84.3.2 Water content of crop

The percentage moisture content (dry weight basis) w of a sample of
grain is defined by:

w=(m-my/m, (4.4)

where m is the total mass of the sample ‘as is" and m; is the mass of the
dry matter in the sample (m, may be determined by drying in an oven
(e.g. for wood by drying at 105°C for 24 hours)). In this book we gener-
ally use this definition of moisture content ('dry weight' basis), which is
standard in forestry. In other areas of agriculture, moisture content on a
‘wet weight basis’, w’, may be used:

w'=(m-my/m
=w/(w+1) (4.5)
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The accurate determination of m, requires care, and ideally should be
measured in a laboratory according to the standard procedures for each
crop or product. For routine measurement to less accuracy, a variety of
relatively cheap instruments may be used, for instance, depending on
the electrical resistance of the material. It is also important to realize that
there are maximum temperatures for drying crops for storage so that the
product does not crack and allow bacteria and other microbes to enter,
producing decay and toxins. Further details are in the reference section
at the end of this chapter.

If left for long enough, a moist grain will give up water to the sur-
rounding air until the grain reaches its equilibrium moisture content
w,. The value of w, depends partly on the crop, but mostly on the
temperature and humidity of the surrounding air. For example, rice in
air at 30°C and 80% relative humidity (typical of rice-growing areas) has
w, = 16%.

Note that the rate of drying is not uniform. Much of the moisture
within the material of a crop is ‘free water’ held in the cell pores,
which after harvest diffuses relatively easily to surfaces and evapo-
rates (e.g. from dispersed grain spread in the dry). All other parameters
remaining constant, the moisture content reduces at a constant rate
as this loosely held water is removed. The remaining water (usually 30
to 40%) is bound to the cell walls by hydrogen bonds, and is therefore
harder to remove; this moisture is lost at a decreasing rate. It is impor-
tant that grain be dried as quickly as possible without cracking f(i.e.
within a few days of harvest) to about 14% to 16% moisture content
to prevent the growth of fungi that thrive in moist or partly moist grain.
Even if the fungi die, the waste chemicals that remain can be poison-
ous to cattle and humans. Once dried, the grain has to remain dry in
ventilated storage.

Fuel-wood is best dried in stacks with rain cover, but through which air
can move easily. Drying timber to equilibrium moisture content without
heating usually takes between one and two years.

84.3.3 Energy balance and temperature for drying

If unsaturated air is passed over wet material, the air will take up water
from the material as described in the previous section. This water has to
be evaporated, and the heat to do this comes from the air and the material.
The air is thereby cooled. In particular, if a volume V of air is cooled from
T, to T, in the process of evaporating a mass m,, of water, then

m, A=pcUT, - T) (4.6)

where A is the latent heat of vaporization of water and p and c are the
density and specific heat of the ‘air’ (i.e. including the water vapor) at
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WORKED EXAMPLE 4.1

Rice is harvested at a dry basis moisture content w = 0.28. Ambient conditions are 30°C and 80% relative
humidity, at which the equilibrium moisture content for rice (dry basis) is given as w, = 0.16. Calculate how
much air at 45°C is required for drying 1000 kg of rice if the conditions are as shown i.

Solution
From (4.4), m/my=w+ 1.

For 1000 kg of rice at w = 0.28, the dry mass is

my = m/(w+1)=1000 kg/1.28 = 781 kg.

At w=0.28, the mass of water present = 1000 kg — 781 kg = 219 kg.

At w=0.16, the mass of the crop m is given by 0.16 = (m — 781 kg)/781 kg,
so m=1.16 x 781 kg = 906 kg, and the water present = (906 — 781) kg = 125 kg.

The mass of water to be evaporated is therefore (219-125) kg = 94 kg which equals 94/220 = 42% of the
total water present.

Note that moist air is less dense than drier air at the same temperature and pressure. This is because
water molecules have less mass than either oxygen or nitrogen molecules (and it is why moist air rises to
form clouds). We neglect this small effect.

We can obtain the absolute humidity, %, of the ambient air entering the drier in two ways:

a frorr{ Fig. 4} (point A), where the ordinate scale gives = 25 g/m?
b more accurately fror‘rl Table B.2§b| at 30°C, for saturated air x = 30.3 g/m®, so at 80% y = 0.8 x 30.3 g/m?
=24.2 g/md.

The absolute humidity of the same air after heating to 45°C (point B) has about 35% relative humidity, as
given fro. This air passes through the rice and extracts 94 kg of water, so increasing its absolute
humidity and then cooling to the 30°C ambient temperature (point C).

Then from (4.6):

_omA (94kg) (2.4MJkg™)
pclT,—T,)  (1.16kg.m=) (1.0kJkg~K-1) (45 —30)°C
=13000 m?

where the latent heat of vaporization of water at this temperature range is 2.4 MJ/kg; other data come

from{ Appendix 8.

constant pressure at the mean temperature, for moderate temperature
differences.

The basic challenge in designing a crop drier is to have a suitable T,
and V to remove a specified amount of water m . The temperature
T, must not be too large, which would crack the grain, but must be
sufficient to prevent conditions of high relative humidity lasting for
periods long enough for microbial growth.

Exact calculation would consider the variations in the parameters A, p
and c as the air passes through the crop bed. However, the overall con-
clusion would be the same; drying requires relatively large volumes of
warm, dry air to pass through the crop in the drier. Drying with forced air
flow is an established and technological subject, producing safe products
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for large markets. Drying crops without forced air flow is common in
some countries for home production, but may present health hazards; it
is more complex to analyze than with forced air flow, especially if drying
times and temperatures are limited.

84.4 SOLAR THERMAL REFRIGERATION
AND COOLING

Solar heat can be used not only to heat but also to cool. A mechani-
cal device capable of doing this is the absorption refrigerator .
All mechanical refrigerators and coolers depend on the cooled material
giving up heat to evaporate a working fluid. In a conventional electrical
(or compression) motor-driven refrigerator, the working fluid is recon-
densed by heat exchange at increased pressure applied by the motor. In
an absorption refrigerator, the heat from the cooled material evaporates
a refrigerant that cycles round the system ‘powered’ by an external heat
source. Absorption refrigeration, driven by a kerosene flame, was once
the norm for off-grid locations, but, with the advent of solar photovoltaic
power, solar-driven electric-motorized refrigeration is now common.
The absorption refrigeration process depends on two circulating
components: a refrigerant and an absorbent, with each having its own
interconnected circuit. Consider the simplest ammonia cycle absorp-
tion refrigerator, which has ammonia as refrigerant and liquid water
as_absorbent. These components circulate in two connected loops

[Fig. 4.4(a).

1 Loop 1: Refrigerant cycle. In the absorber, the ammonia as the
refrigerant dissolves in water and the heat of reaction is released to
the environment. The concentrated liquid passes to the generator,
which is heated externally by a flame or by a solar collector. Here
the refrigerant vapor boils off and passes in loop 1 at increased pres-
sure to the condenser, where the ammonia condenses to liquid in a
heat exchanger, with heat emitted to the environment. Pressurized
onward, the liguid ammonia passes through a narrow expansion/throt-
tling valve from which it ‘flashes’ to emerge as a liquid/vapor mix
at reduced pressure. Flowing onward, this mix passes through the
evaporator, where heat is removed from the inside of the refrigerator,
causing cooling. With the added heat, the refrigerant flow continues,
predominantly as ammonia vapor, passing onward to the absorber
where the cycle is repeated.

2 Loop 2: Absorbent cycle. In the absorber, water as the absorbent
dissolves the ammonia vapor, and the mix passes along the combined
section with loop 1. In the generator, the ammonia is boiled off to
pass through loop 1, but the liquid water passes in loop 2 back to the
absorber to repeat the cycle.
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The net effect is: (a) heat has been removed by the condenser from the
inside of the refrigerator; (b) heat has been absorbed at the generator
from the heat source (e.g. insolation or a flame); (c) heat is emitted to the
environment at both the condenser and the absorber.

Other combinations of refrigerant and absorbent are also used (e.g.
NH,/ H,/water; or water/LiBr). The heat for the generator can be from a
flame, from otherwise waste heat, from an electric heater or from solar
energy. Absorption coolers and refrigerators are simple to operate but
may need specialist maintenance.

The ‘efficiency’ of refrigeration is measured by the coefficient of per-
formance (COP):

heat removed from cool space
energy actively supplied from external source

COP= (4.7)

For an absorption cooler, the ‘energy actively supplied from external
source’ is the heat applied to the ‘generator’; for refrigeration powered

(a) (Continued p120)
Heat Heat from external
to surroundings source e.g. solar
Condenser t Ammonia l Generator
vapor
Water
High- H|gh pressure

pressure

. Strong Weak
Throttling X ‘ solution f * solution
valve

Low-
pressure Ammonia
vapor Water
Low pressure absorbent
Evaporator l Absorber
Heat

to surroundings

Heat
removed
from inside
refrigerator

a Schematic diagram of an absorption refrigerator. Zigzags here represent heat
exchangers (not resistances). Loop 1: refrigerant cycle; loop 2: absorbent cycle.
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(c) Evaporative Dessicant wheel
cooler
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air

Moist
exhaust air

Fig. 4.4

(cont.)

b Solar absorption cooling system installed in 2004 on the roof of an office building
in Madrid, Spain. Heat for the ‘generator’ comes from the solar evacuated tube
collectors at the top of the photo. Visible (left to right in the photo) are the ‘cooling
tower’, the 105 kW chiller unit, and buffer tanks of cold and hot water respectively.
The system includes a total of 72 m? of collectors (not all shown here), and achieves a
room temperature of 19°C even in ambient temperatures ~40°C.

¢ Solar desiccant cooling (see. The desiccant on the wheel picks up moisture
from the inlet air (above the barrier) and loses moisture (below the barrier) to the stream
of solar-heated air.
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by electric motors, this is the electrical energy used. Electrical refrigera-
tion is the norm worldwide, with such refrigerators and coolers normally
having COP >1.5. Absorption coolers in practice have COP ~0.7, and so
are less efficient technically. Their value, however, is not their COP, but
their use in situations where there is no electricity supply or, at a larger
scale, where low-cost heat can be used at input despite their relatively
large capital cost (see e.g.|Fig. 4.4(b)).
BOX 4.1 SOLAR DESICCANT COOLING

Desiccants are materials that absorb moisture from the air and then release the moisture when heated;
silica gel is a common example. In the example given here, solar heat is used for drying. We want

fresh air in a room that is drier than outside; Fig 4.4(c) shows one method. The incoming air passes first
through a slowly turning wheel in the section containing the dried desiccant. As the moist air passes
around the desiccant, the latent heat of absorption (similar to condensation) is released, so partly heating
the air, which nevertheless has had significant water vapor removed. The section in the desiccant

wheel slowly rotates and next passes through a hot stream of solar-heated air, so becoming dry again
(‘regenerated’) ready to repeat the cycle. Meantime, the warm, dried (dehumidified) air passes through
an evaporative cooler and then into the room. The system works because the moisture added in the
evaporative cooling is less than that removed in the initial drying by the desiccant.

Other solar-related methods of refrigeration and cooling

In practice, conventional electricity-driven motorized refrigerators
and coolers dominate the market, with off-grid operation increasingly
powered by solar photovoltaic panels . For buildings in hot cli-
mates, cooling is an integral aspect of passive solar design (cf. §16.4.3).

We may note that evaporative cooling in hot, dry climates is simple
and reliable where water is available for the evaporation. Even in warm,

humid climates, evaporative cooling can be effective if coupled with solar
desiccation (see.

§4.5 WATER DESALINATION

For communities in arid and desert conditions, a potable (safe to drink)
water supply is essential. In addition, improved water may be needed
for crops and general purposes. For instance, many desert regions have
nearby supplies of sea water or brackish water that may be cheaper to
purify locally than to transport in fresh water. These same regions usually
have reliable insolation for solar desalination technology.

One such technology is solar distillation. indicates the
heat flows which can be described by the heat circuit. A commercial
example is the small-scale floating still, designed for shipwrecked

mariners [Fig. 4.5(b)). At its base is an internally blackened ‘basin’ that

can be filled with a shallow depth of salty/brackish water. Over this
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is a transparent, vapor-tight cover that completely encloses the space
above the basin. The cover is sloped towards the collection channel. In
operation, solar radiation passes through the cover and warms the water,
some of which then evaporates. The water vapor diffuses and moves
convectively upwards, where it condenses on the cooler cover. The
condensed drops of water then slide down the cover into the catchment
trough.

Worked shows that substantial areas of glass (or
clear plastic) are required to produce enough fresh water for even a
small community, bearing in mind that the World Health Organization
recommends the minimum daily drinking requirement of ~3 L/(person/
day). (Allowing for water for cooking, washing, etc. raises the daily
requirement to ~30 L/person/day.)

(a)

Fig. 4.5

a Heat flows in a solar still; symbols as before, with subscripts: b base, e evaporation,
v convection, rradiation, w water and a ambient.

b A small-scale floating still for emergency use at sea.
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WORKED EXAMPLE 4.2 OUTPUT FROM AN IDEAL SOLAR STILL

The insolation in a dry, sunny area is typically 20 MJ m=2 day~". The latent heat of evaporation of water is
2.4 MJ kg™'. Therefore if all the solar heat is absorbed by the evaporation, and all the evaporated water is
collected, the output from the still is:

20 MJm~2day"
2.4 MJ kg™’

=8.3kg day'm2 (4.8)

The economics of desalination depends on the price of alternative
sources of fresh water. In an area of large or moderate rainfall (>40 cm/y) it
is almost certainly cheaper to build a water storage system than any solar
device. If remote desalination is necessary (i.e. in very dry areas), then
an alternative approach using photovoltaics is now usually cheaper than
solar distillation. In this approach, water is purified by reverse osmosis,
with the water pumped against the osmotic pressure across special
membranes which prevent the flow of dissolved material Solar photo-
voltaic energy may be used to drive the pumps, including any needed to
raise water from underground.

84.6 SOLAR SALT-GRADIENT PONDS

N

HOR

I\

%
2

Heat absorbing bottom

Heat losses

o |
-}
?

Salty

Very salty

A solar salt-gradient pond
(schematic); convection is
suppressed due to the denser
lower layers. The lower layers
store the heat from the Sun.

A polythene enclosure may be
used to increase temperatures
and prevent surface turbulence
from wind.

For large amounts of low temperature heat (<100°C), the conven-
tional collectors described in are expensive. An alternative
to consider is a solar salt-gradient pond (usually abbreviated to ‘solar
pond’) is a large-scale collector, effectively using fresh water as its top
cover, salt water below for heat storage and a black bottom surface as
solar absorber. All this water is transparent. The dimensions of a large
solar pond may be about 1 hectare in surface area and depth ~2 m, so
containing ~10,000 m?3 of stored hot water. Construction is by conven-
tional earthworks, with black bottom-lining plastic sheet and installed
pipework; all at relatively low per unit cost.

Initially the pond is filled with several layers of salty water, with the
densest layer lowest , at about 2 to 3 m depth. Sunshine is
absorbed on the black liner over the bottom of the pond; therefore the
lowest layer of water is heated the most. In an ordinary homogeneous
pond, this warm water would then be lighter than its surroundings and
would rise, carrying its heat to the air above by free convection (cf.
§R3.4). However, in a solar pond, the bottom layer is initially made much
saltier than the one above, so that as its density decreases as it warms,
it still remains denser than the layer above; likewise the layers above
that. Thus convection is suppressed, and the lowest layer remains at
the bottom, becoming hotter than the layers above. Usually the ‘salt’ is
NaCl, but others (e.g. MgCl,) have larger saturation density and so could
provide greater stability when the pond is hot.
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Of course, the bottom layer does not heat up indefinitely but equil-
ibrates at a temperature determined by the heat lost by conduction,
mainly through the stationary water above. Calculation shows that the
resistance to this heat loss is comparable to that in a conventional plate
collector (Problem 4.3). Equilibrium temperatures of 90°C or more have
been achieved in the lowest layer. Filling a solar pond may take several
months, because if the upper layers are added too quickly the resulting
turbulence stirs up the lower layers and destroys the desired stratification.

With a large solar pond, the thermal capacitance and resistance can
be sufficiently large to retain the heat in the bottom layer from summer
to winter (Problem 4.3). Such interseasonal heat storage may be used
for heating buildings. Solar ponds have many potential applications in
industry as a steady source of heat at a moderately high temperature,
and it is possible to produce electricity from a solar pond by using a
special 'low temperature’ heat engine coupled to an electric generator
(see). Prototype solar ponds were first constructed in India;
a solar pond at Beit Ha'Harava in Israel produced a steady and reliable
5 MW(e) electricity supply at a levelized cost of around 30 USc/kWh
(Tabor and Doron 1990); a solar pond at El Paso, in Texas, gained
many years of operational experience, producing heat, electricity and
desalinated water for a nearby fruit canning factory (Lu et al. 2004).
Development continues at several international projects, but solar
ponds have not achieved wide commercial use because the laborious
construction and long time-constants of operation require many years of
experience to obtain satisfactory results.

84.7 SOLAR CONCENTRATORS

84.71 Basics

Many applications of solar heat require hotter temperatures than those
achievable by even the best flat-plate collectors. For instance, a working
fluid at ~500°C can drive a conventional heat engine to produce mechani-
cal work for electricity generation. Even hotter temperatures (to ~2000°C)
are useful for the production of refractory materials in pure conditions. The
aimis to collect insolation over a large area and concentrate this flux onto a
small receiver; in practice, mirrors are used to concentrate the direct solar
beam in cloudless conditions. Since only the beam radiation can be con-
centrated, concentrators are useful only in places like California and North
Africa which have long periods of bright sunshine; solar energy applica-
tions in cloudier climates like Northern Europe or the ‘wet tropics’ have to
rely on flat-plate collectors and photovoltaic panels with no concentration.

The theory of such solar energy concentration originally derived from
optical imaging devices (e.g. telescopes); however, modern research
and development has developed non-imaging concentrators as more
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beneficial for solar energy concentration for both thermal and photo-
voltaic power (see Roland Winston's publications at the University of
California). Applications need a specific raised temperature that is not too
large and not too small, and a large flux of energy; therefore non-imaging
solar concentrators are designed to give the required temperature with
the energy flux spread evenly over the absorber with minimal loss.

A sharp optical quality image is not desired. The solar cooker shown in
is one such application.

A concentrator comprises a collector that directs beam radiation onto
a receiver, where the radiation is absorbed and converted to some other
energy form. So in this text:

concentrator = collector (subscript ¢) + receiver (subscript r)

Concentrators have collectors that focus onto a single focal area, either
onto the ‘point’ entry to a cavity, or onto a line of pipe. The former are
point concentrators (Fig 4.7(a)); the latter are linear concentrators
4.7(b)). Point concentrators must be orientated to follow the Sun in two
dimensions: east/west and north/south. Line concentrators rotate around
the horizontal north/south axis of the receiver to follow the elevation of
the Sun through the day; tracking in only one dimension is mechanically
simpler and cheaper than tracking in two dimensions.

The receiver is the heat-absorbing component. This is usually a con-
tainer through which a fluid passes to transport the energy to a heat
engine. However, R&D progresses on alternative receivers, such as a
falling stream of particles (e.g. sand) that passes through the focused
beam, becomes heated to perhaps 1000°C and then passes into a heat
transfer container from which the heat is transported to an engine. The
benefit is the higher temperature of the energy transfer and the greater
efficiency of the heat engine.

Concentrated solar thermal power (84.8) may be the most prominent
application of solar concentrators.

However, some solar applications need a large flux of energy at a tem-
perature that is not too high but significantly more than ambient; these
non-imaging solar concentrators (84.7.6) are appropriate and cheaper than
focusing concentrators, especially because they achieve sufficient con-
centration (X~5) without the mechanical complexity for tracking the Sun.

The aperture of the collector has area A, and the irradiated area of the
receiver is A. The area concentration ratio X is defined as the ratio of A,
to the absorbing area A, of the receiver:

X =AJA (4.9)

However, in practice, these areas are not easy to define accurately, espe-
cially since the concentrated beam will not be uniform over the receiver
and since support structures interfere. A more meaningful parameter is
the flux concentration rati@ X., being the ratio of the flux density at the
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(a)
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mirror
concentrator and
mechanical support
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Receiver: -

R-eceiver
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Point
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(b)

Tracking

Fig. 4.7

a

Sketch of a parabolic mirror as the collector for a point concentrator; the sketch
explains the focusing.

A parabolic linear concentrator, showing the receiver as a pipe orientated north/south
along the focus; support struts for the absorbing receiver and collecting mirror are also
drawn.

receiver to that at the concentrator. For an ideal collector, X, = X.. Since
X, is approximately equal to X, the term concentration ratio (X) is often
used for both without clarification.

84.7.2 Thermodynamic limit to concentration ratio

The temperature of the receiver, as distinct from the power input, cannot
be increased indefinitely by simply increasing X, because, by Kirchhoff's
laws (§R3.5.4), the receiver temperature T.cannot exceed the tempera-
ture T, of the Sun. The thermodynamic limits for maximum flux concen-
tration ratio X; may be calculated for: (a) point concentrators, and (b) line
concentrators.
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(a) Point concentrator limit

Let the Sun’s radius be Ay at distance from the Earth D.. The angle
subtended by the Sun's radius at the Earth is 6, where sinf;, = Ry/D.
The spherical Sun, of surface area 4nR¢?, emits radiation of flux density
at its surface ¢, = oT4 where o is the Stefan-Boltzmann constant, as in
§R3.5.5. The total flux emitted by the Sun is therefore 4nR? oT*. At the
Sun-Earth distance Dg this total flux passes through a surface of area
4nDZ with flux density G given by:

G, = (4xR20T2) [ (4xD2) = 6T2(Ry | Dy)? = 6T sin? 0, 4.10)

Now consider a point concentrator at the Earth with an input aperture
A_ focusing the insolation and so heating a receiver of area A. The con-
centrator is controlled to follow the Sun’s path and the concentration is in
two dimensions onto a point. By Kirchhoff's Law (§R3.5.4) the maximum
temperature of the receiver is the temperature of the Sun, T, At this
maximum, the receiver is in thermal equilibrium, emitting as much as
it receives from the Sun, i.e. T.= T,. Therefore the radiation from the
receiver is:

A (0T = A.(0T¢ )= A.G = A.0T sin” bg (4.11)

so the maximum possible concentration ratio X__ is

Xfmax:i: ; = ! 2:% (4.12)
' Ar Sin 93 (Rs/Ds) RS

Using the data given in| Table B.7:

Xt max =(150x10%m/700x10°m)? = 46 000 (4.13)

The above argument assumes that the receiver is a black body and that
none of the incoming solar radiation is ‘lost’ from the Sun to the receiver
(e.g. by absorption in the atmosphere), and that the receiver loses heat
only by radiation. So, in practice, X,< 46000.

(b) Line concentrator limit

The line concentration is only in the Sun/Earth plane perpendicular to
the linear receiver. The thermodynamic argument now has to be on one
dimension, not two as for the point concentrator. Per increment Ax in
length of the collector, in the manner of (4.11), but now in the single
plane and with the ‘planar insolation” G£.

(2r R, 0x) o TZ= GL(2rn D, 6xX) (4.14)

SO

G'E :chsél.R—S:chs4 sin@ (4.15)
Ds
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At radiative thermal equilibrium with the Sun, the receiver temperature
equals T, We then equate the incoming flux onto the receiver at this
maximum temperature with the outgoing flux at this equilibrium. If d_ is
the ‘height’ of the aperture of the linear collector and d. the ‘height’ of
the receiver (assumed to be perfectly insulated on its back side), then:

(d, ox)oT* =G(d, ox)
so (d. ox)oT* =oTg sin6b(d, ox)

(4.16)

Rearranging, the value of the linear concentration ratio d/d, becomes:

Xf=$=,L=150><109m/700><106mz210 (4.17)
d. sind

Therefore the thermodynamic limit to the flux concentration ratio X,
of a linear concentrator is only 0.5% of that for a point concentrator.
However, extremely high temperatures may not be needed for the
energy captured and practical applications need to be cost-effective;
linear concentrators are much cheaper to manufacture and operate than
point concentrators, so they tend to be the preferred option.

One complication in the above calculations of X is that the Sun’s
radiating radius is difficult to define exactly. Practical applications have
many other factors that affect concentrator performance. Some of these
are covered in the next subsection; see Lovegrove and Stein (2012) or
Winston et al. for their much more extensive analyses. In the
use of concentrators for solar photovoltaic cell arrays is briefly discussed

(see[Fig. 5.24).

Shield

Receiver

Mirror
(collector)

Geometric parameters used in mathematical analysis of maximum theoretical
concentration ratio. The Sun'’s radiation is focused onto a receiver on the Earth's surface
(not to scale). The diagram is to be interpreted as a plane (two-dimensional) for a line
receiver but rotated through 360° around the Sun—Earth axis for a point receiver.
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84.7.3 DERIVATION: PERFORMANCE OF LINEAR CONCENTRATORS

shows a typical trough linear concentrator. The collector drawn has a parabolic section as mirror
of length L with the absorbing receiver along its axis. To understand this, mentally extend that slice (thin
plane) all the way back to the Sun, as in the derivation of XM above. Only radiation in this thin slice is
focused onto that length of collector.

The axis is aligned north/south, and the trough is rotated automatically about its axis, so following the
Sun in tilt only. If we personify the Sun, we realize that for a perfectly aligned concentrator, the Sun looks
at the collector and sees only the image of the black absorber filling the collector area. Therefore the
power absorbed by the absorbing tube is:

Pabs = pcaAch (41 8)

where p, is the reflectance of the concentrator, o is the absorptance of the absorber, A, =DLcos6 is
the collector area as ‘seen’ by the Sun, @is the angle of incidence (defined in[Fig. 2.9) and G, is beam
irradiance from the direction of the Sun. (These symbols are as in and Review 3, and are in the
list of symbols at the front of the book; because of the tracking, at solar noon when the trough points
vertically, 8 equals the angle at which the Sun is below the vertical.)

The shield shown i reduces heat losses from the receiver. It also removes the entry of some
direct irradiation, but this is insignificant compared with the concentrated reflected radiation absorbed
from the collector. The receiver loses radiation only in directions unprotected by the shield, i.e. the
radiative loss is a fraction (1— ¢/rn) of that which would be emitted from its whole surface area 27rl.
Therefore radiated power loss from the receiver is:

P, =eloT4) @arl)1-¢ / ) (4.19)

where T, & rand £ are respectively the temperature, emittance, radius and length of the receiver tube,
and {/ 7 is the radian angle fraction for which the shield prevents radiative loss. For each reflected ray,
the angle of reflection is equal to the angle of incidence, so that the reflected Sun subtends the same
angle as the Sun viewed directly, i.e. 26,. To minimize the losses from the receiver we want small r, but
to gain the full absorbed power P, _ the tube must be at least as big as the Sun’s image.

Therefore for high temperatures we choose

r=D"x6, (4.20)

in the notation o . However, D' varies from [, at the vertex of the mirror to 2/, (at points level with
the receiver) where / is the focal length of the parabola.

In principle, other heat losses can be eliminated, but radiative losses cannot. Therefore by setting P_, =
P... we find the stagnation temperature T

. :[apch c059:|v4 D B (4.21)
' €0 2rnr(1-¢/ m)

where ais the absorptance of the receiver, equal for a non-selective surface to the emittance ¢.

T is a maximum when the shield allows outward radiation only to the mirror, i.e. { — w— . In practice,
trough collectors usually have subtended half-angle w = 7i/2, so that the average distance from mirror to
focusis D'=0.3D and { = m /2. With these values for D" and ¢, and using (4.20) to substitute for r, the
geometric term inside the second bracket of (4.21) becomes:
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D D'/03 1 1
2nr(1=¢ [ m) 2n(D'65)(1/2) (=038 65 (4.22)

So the maximum obtainable temperature for typical conditions in bright sunshine G,cos@=700 W m=,
p.=0.8, afe=1, 6,=1/210 (from (4.17) ) and 0= 5.67 x 108 Wm=2 K4, is:

174

G, cosé

TJ””M:{“”C p €05 ] —1200K (4.23)
€00

Although (4.21) suggests that T could be raised even further by using a selective surface with
o/e >1, this approach depends on a and € being averages over different regions of the spectrum
(cf. 8R3.6). From 8R3.5, their definitions are:

B .[:O‘A%"m d B J:ga%fa da
T S R Pl X it (4.24)
J5 o002 J5 01502

So, as T, increases, the corresponding black body spectrum ¢, 4(7.) of the emitter approaches the black
body spectrum of the Sun, ¢, , =¢, 5(T,). Since Kirchhoff's law (§R3.5.4) states that o= ¢, for each 4,
(4.24) implies thatas T, — T, then a/e —=1.

T.=1200K is a much higher temperature than that obtainable from flat-plate collectors (cil_Table 3.f). In
practice, obtainable temperatures are lower than T,‘maX) for two main reasons:

1 Practical troughs are not perfectly parabolic, so that the solar image subtends angle 6, >6,=R_ /L.
2 Useful heat P is removed by passing a fluid through the absorber, so obviously cooling the receiver.

Nevertheless, useful input heat may be obtained for an engine at ~700°C under good conditions (see
Problem 4.5).

84,74 Parabolic bowl concentrator

Concentration may be achieved in two dimensions by using a bowl-
shaped concentrator. This requires a more complicated tracking arrange-
ment than the one-dimensional trough, similar to that required for the
‘equatorial mounting’ of an astronomical telescope. As with a linear
collector, best focusing is obtained with a parabolic shape, in this case
a 'paraboloid of revolution’. Its performance may be found by repeating
the calculations of 84.7.3, but this time represents a section
through the paraboloid. The receiver is assumed to be spherical. The
maximum absorber temperature is found in the limit { — 0, w — n/2 and
becomes

. /4
op TG, sin’y
T (max) — c’a_0 495
! { 4e06? } 4.29)

Comparing this with (4.23), we see that the concentrator now fully tracks
the Sun, and 6, has been replaced by (26,/sin y)2. Thus 7™ increases
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substantially. Indeed, for the ideal case, sin y=a=p =17, ,=¢=1, the lim-
iting temperature 7 = T = 6000 K. In practice, temperatures approaching
3000K can be achieved, despite the ever-present imperfections in track-
ing, shaping the mirror, and designing the receiver.

84.7.5 Fresnel concentrating lenses and mirrors

The principle of a Fresnel lens is illustrated in. On the right is a
conventional ‘plano convex' lens in which parallel rays of light entering
from the right are focused to a point on the left by the curved surface.
The shaded area is solid glass, which on a large scale makes the lens
very heavy. The ingenious lens on the left, designed by Fresnel in the
1820s, achieves the same optical effect with much less glass, by having
the curvature of each of its curved segments (on the right-hand side of
diagram) precisely matching the curvature of the corresponding section
of the thick lens.

A Fresnel mirror is an arrangement of nearly flat reflecting seg-
ments, with each segment matching the curvature of a corresponding
focusing mirror in either three or two dimensions, the latter being a linear
mirror. The Fresnel linear mirror in shows the key features:

e The mirror as a whole is in one place.

e Each strip segment of the mirror may be individually focused, in this
case on the linear absorbing receiver.

* The strip segments may be long, flat mirrors, since exact line focusing
is not wanted and the non-imaging spread averaged over the receiver
is better.

* \Wind speed at low level is less than higher above ground, so wind
damage is less likely than for a parabolic mirror.

¢ Cleaning, with the strip segments vertical, is far easier than for a para-
bolic mirror.

Therefore Fresnel mirrors have some important benefits for large con-
centrators over conventional mirror concentrators, as will be explained in
84.8.2 for concentrating solar power.

84.7.6 Non-imaging concentrators

The previous sections describe how large concentration ratios may be
achieved with geometric precision and accurate tracking. Nevertheless,
concentrators with smaller concentration ratio and with non-imaging char-
acteristics may be preferred, for instance, to avoid ‘hot spots’ of exces-
sive or uneven intensity across photovoltaic modules (see
and to simplify tracking. For example, it may be cheaper and equally
satisfactory to use a 5 m? area non-tracking concentrator of concentra-
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Cross section of a Fresnel lens (left) and its equivalent conventional plano-convex glass
lens (right). Note how the curvature at the same distance from the centr

eline is the same
for both lenses. The same principle can be applied to mirrors, e.g. that in|Fig. 4.13(b
See alsq Fig. 5.24(d).

Solar cookers with reflecting collectors at the village of El Didhir, northern Somalia. Here
solar cookers are substituting for ¢

harcoal fires, thus reducing deforestation and helping
-tsunami redevelopment. hEa:Zéalér;éakiné.araB;naér-Bagla-Somalia.htm|and
http://solarcooking.wikia.com/wiki/Solar_Cookers _World_Network

tion ratio 5 coupled to a 1 m? solar photovoltaic cell array, than to use 5
m? of static photovoltaic modules with no concentration.

Not having to track is a major advantage for most general applications
ata smaller scale, despite such installations being less thermally efficient.
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For instance, low-cost, high temperature, non-tracking solar thermal
collector systems have been developed at the University of California’s
Advanced Solar Technologies Institute. Evacuated solar thermal absorb-
ers are aligned with non-imaging reflectors that concentrate both direct
and indirect insolation onto evacuated tube thermal receivers, so captur-
ing 40% of the solar flux as heat at 200°C.

One application for non-imaging concentrators is in solar cookers, as
shown in| Fié. 4.10[ For instance, such cookers are particularly useful
in refugee camps, where the rapidly increased population outruns the
firewood supply.

84.8 CONCENTRATED SOLARTHERMAL POWER
(CSTP) FOR ELECTRICITY GENERATION

84.8.1 Introduction

This section considers how solar radiation is concentrated to produce
sufficient heat at the required temperature for electricity generation
from heat engines. Because it is common to call electricity ‘power’,
such solar systems are called concentrated (or concentrating) solar
thermal power (CSTP, or CSP without the word ‘thermal’). Concentration
can also benefit electricity generation from photovoltaic modules in
locations that are usually cloud-free, so authors may distinguish between
CSTP (concentrating solar thermal power) and CSPP (concentrating solar
photovoltaic power), although these abbreviations are not common.

As indicated in, the various components for CSTP are the
following:

e climate with dominant clear skies, hence solar beam radiation to
focus;

e solar field of collectors for concentrating the solar beam radiation;

e absorbing receivers;

* heat transfer fluids;

* heat exchangers;

e turbines;

® generators;

e cooling systems;

e ‘optional’ auxiliary power/energy store;

e electrical substation.

See also| Fig. 4.1dand|Fig. 4.1 5|

Having integrated thermal storage is an important feature of CSTP
plants; also most have fuel power backup capacity. With these extra fea-
tures CSTP can generate power continuously and as required into a utility
distribution grid (e.g. balancing output from other renewable sources,
such as variable photovoltaic and wind power).
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Solar field Thermal storage Electricity generation
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Layout of a typical CSTP system (schematic), showing subsystems for solar energy
capture, heat exchange, thermal storage and electric generation. The types and
arrangements of concentrator, heat transfer fluids, heat exchangers, energy stores,
turbines and auxiliary power can all vary. (The diagram indicates that in this case
generation is powered by a steam turbine.). See alsol Fig. 4.1§| Fig. 4.14)and|Fig. 4.15
Source: Adapted from IEA CSP Technology Roadmap (2010).

Note that is not practical in most solar applications to use large glass
lenses of either conventional or Fresnel design, owing to the weight of
glass they require. Mirrors on the other hand require only a very small
amount of backing material to give mechanical stability to the curved
surface, and so are preferred as solar concentrators.

The efficiency of a heat engine (shaft power output/heat input) improves
as the temperature of the source of heat increases, as explained by the
Carnot theory (see). Therefore it is extremely important to
provide energy at the highest temperature compatible with the energy
flux required and the materials used. Of all sources of heat, concentrated
solar radiation provides the highest temperatures; indeed it is theoretically
possible to produce the temperature of the Sun in a focused beam (84.7).
Therefore if we have materials and systems that can tolerate very high
temperatures, a concentrated beam of solar radiation can power an engine
and hence generate electricity very efficiently. Note that the final beam
needs to be spread evenly over the whole receiving area of an absorber,
and should not be sharply focused. Therefore the optics is non-imaging,
which is subtly different from the imaging requirement of telescopes.

For electricity generation, the shaft power of the thermal engine drives
generators with very little further loss of efficiency, so the overall effi-
ciency is defined as 'electrical energy out/heat input’. The ‘engine’ may
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be a steam turbine, or perhaps a Stirling engineﬁ In conditions with direct
clear sky irradiance, CSTP stations achieve efficiency of ~45%, which is
better than that of coal and nuclear power stations (~30%) and similar to
gas turbine power stations.

Note that in the conventional definition of power station efficiency
(electrical energy out/heat in) we have not considered the use of the
waste heat from thermal power stations, as in ‘combined heat and power’
(CHP). This most sensible strategy improves the total efficiency if defined
as 'shaft power plus useful heat/heat input’. CHP technology may be
used in CSTP, especially because solar installations can often be easily
sited close to industrial facilities able to use the otherwise waste heat.

identifies regions where the climate is suitable for prolonged
concentrated solar applications. Many of the areas are deserts, which
have the advantage of cheap land and the disadvantages of poor access,
restricted water supply and, with small population densities nearby, the
necessity to export the power over long distances. For Europe, the only
suitable area is southern Spain; hence the further attraction of CSTP in
North Africa transmitting electricity across the Mediterranean Sea. The
Middle East and Australia have a major opportunity — but have yet to take
up this opportunity as they also have major resources of oil or coal. There
is considerable potential in the southwest of the USA.

It is important to realize that steam-engines and turbines require an
ample supply of water, even if most of the water is recycled. Obviously
significant water supply is not generally available in desert areas; in such
situations solar applications not requiring significant water supply are
favored (e.g. photovoltaic power).

World map of direct normal insolation (DNI, i.e. focusable solar radiation), with scale
in kWh/(m?y). Lightest shading represents highest insolation. DNI of at least

1800 kWh/(m?2y) (5kWh/(mZ2day)) is necessary for CSTP. Note that this map does not
show the water supply needed for CSTP installations.
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CSTP power stations have progressed rapidly from R&D projects to
commercial-scale investments. Individual stations (plants) have electric-
ity generating capacity from ~10 kW (microgeneration) to more than
200 MW. The world installed electricity generating capacity from CSTP
is significant, increasing from 1,600 MW in 2009 to 10,000 MW (10 GW)
from about 25 multi-megawatt (of electricity capacity) plants worldwide
by 2012 (according to the European Solar Thermal Electricity Association).
CSTP is now adopted as one form of utility ‘mainstream generation’,
especially in southern Spain and California. In some countries, CSTP
is already cost-competitive at times of peak electricity demand. With
further increase in scale of use and successive incremental technology
improvements, CSTP is expected to become a competitive source of
bulk power in peak and intermediate loads by 2020, and of baseload
power by 2025 to 2030.

84.8.2 CSTP system types

There are four main types of CSTP systems in commercial development
and use, as named by their type of collector: (1) parabolic trough;
(2) linear Fresnel; (3) central receiver (power tower),; and (4) dish (parabo-
loid) (see). In addition, there are many variations, for instance,
for the structures, control systems, heat transfer fluids, heat exchang-
ers, couplings and operational temperatures. Additional features to
extend the time of generation include: (5) auxiliary power and heat
storage.

(a) Parabolic trough, line-focused CSTP

Parabolic trough concentrators rotate the collector and receiver together
through the day on a horizontal fixed north — south axis, i.e. there is
just one axis of orientation in comparison with the two axes of a dish
or tower system. The system aperture is therefore never perpendicular
to the beam (except twice per year within the Tropics) and so extended
mirror areas are needed in comparison with dishes. The movements are
however simple and robust. The mirrors focus the solar beam radiation
onto a central linear receiver, which essentially is a pipe containing a heat
transfer fluid (usually an oil, although systems using water/steam, molten
salts or compressed air have been developed). In practice the receiver
has a sophisticated structure to reduce heat loss, likely to include an
evacuated inner space, insulating and reflective shields, and perhaps
selective surfaces. The transfer fluid passes to a central position where
the heat is transferred to an engine, which powers the electricity gen-
erator. If the transfer fluid is steam, it may be used directly in a Rankine
cycle steam turbine , or if a mineral oil, the heat may be trans-
ferred to heat steam indirectly, as in the Kramer Junction solar power

station shown in|Fig. 4.13(a)




136 Other solar thermal applications

(b) Linear Fresnel CSTP

Fresnel lenses and mirrors ) are segmented to have a flat profile,
while maintaining the optical effects of conventional lenses and mirrors.
They are lightweight and Iow-cost. shows a Fresnel reflecting
concentrator focused onto a linear receiver; the concentrator is formed
by having long horizontal segments of flat or slightly curved mirrors. Each
mirror is rotated independently to focus on the fixed central horizon-
tal receiver. Since non-imaging optics is preferable, the Fresnel method
allows fine tuning to obtain dispersed concentration across the receiver.
The receiver is stationary, permanently down-facing (so otherwise
insulated) and fixed separately from the concentrator (so not requiring
movable joints for its thermal transfer fluid; an advantage in practice over
many parabolic concentrating systems). Since the mirrors are in a hori-
zontal plane close to the ground, maintenance and cleaning are easier
than for parabolic concentrators, and wind perturbations and damage
should be significantly reduced.

Since their optics are equivalent, the analysis of a parabolic trough con-
centrator in 84.7.3 applies also for a Fresnel mirror concentrator.

(c) Central receiver (power tower)

shows an array of mirrors (heliostats) reflecting the solar
direct beam into an elevated receiver cavity at the top of a central tower.
The mirrors are usually flat (for simplicity and cheapness) but may be
slightly parabolic by stressing the fixing points. Each mirror has to be
individually controlled in two axes to focus on the cavity as the Sun's
position moves through the days and year. Strict safety procedures and
careful design are necessary to prevent accidental focusing on other
components or personnel. With time there are many variations in tem-
perature, wind and other environmental conditions, so the design and
maintenance challenge is considerable. An advantage of the central
small aperture receiver is that very high temperatures >1000°C may be
obtained; for instance, to directly power gas turbines, for combined cycle
systems (i.e. with first-stage ‘waste heat’ being used to power a sequen-
tial turbine or for materials testing).

(d) Dish CSTP

Dish CSTP systems have an individual receiver, engine and genera-
tor positioned permanently at the focus of each paraboloid mirror, as
shown in. As with power towers, receiver temperatures
can be very high (>1000°C). The engine is usually a Stirling Engine,
since this can be powered from an external heat source and is, in prin-
ciple, simple and efficient. Overall efficiency is likely to be definitely
better than line concentrators and in practice better than power towers.

However, the heavy machinery has to be suspended at the focus of
each mirror, so requiring a strong and expensive dynamic structure.
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(a) (b)

(d)

(c)

Fig. 4.13
Main types of CSTP collectors

a Parabolic trough. Picture shows part of the facility at Kramer Junction, California,
which has a total capacity of 354 MWe and covers more than 400 ha. With an annual
output ~660 GWhy, its 24-hour capacity factor is 21%. Each tracking collector has five
segments and is about 10 m along its two-dimensional tracking axis. (Compare the
size of the technicians in the photo.) Working fluid is heated to 400°C in the receiver
absorbing pipe at the focus of each parabolic trough. Built between 1984 and 1991,
this complex comprised most of the CSP in the world until about 2005.

b Linear Fresnel reflector system. Part of the 5 MW Kimberlina station at Bakersfield,
California, built in 2008. Working fluid is steam at 400°C.

¢ Power tower. Photo shows PS10 near Seville, Spain. Commissioned in 2000, it is the
world’s first commercial power tower. It is rated at 11 MW, is 115 m high, has 624
heliostats each of 120 m?, to produce saturated steam at 275°C in the receiver. It
includes 1 hour of energy storage as pressurized water.

d Dish. Photo shows the 500 m? ‘big dish’ at the Australian National University, built
in 2010 which is made up of 384 small mirrors, each with a reflectivity of 93%.
Compared to an earlier prototype, built in 1994, it has improved systems for tracking,
mirrors, and receiver.
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Power/MW

It is advantageous in some respects that each dish system is inde-
pendent, so the system is ‘modular’. Yet the many, relatively small,
coupled engines and generators needed for utility-scale plant demand
significant maintenance.

84.8.3 Adding storage, so matching solar input to electricity
demand

50

Assuming the tracking system of the solar concentrators is working
properly (these are very reliable and accurate) and there is continuous
clear sky, then the input power onto a sun-tracking CSTP collector in a
favorable location will remain close to its maximum from about 9 a.m.
to about 5 p.m. throughout the year. Incorporating heat storage allows
generation into the evening . However, a change in clarity of
the air or cloud will decrease this power at night and there is of course
predictable zero input. Therefore, as with most renewable energy sup-
plies, there is considerable variability, but with CSTP this is mostly totally
predictable. Electricity demand in many hot, sunny places peaks in the
afternoons, when air conditioners are working hardest. This coincides
with peak output from CSTP, which helps commercial viability because
the value of electricity supply at peak times is greatest. The demand is
still high in the evenings, so a commercial CSTP generating company will
increase income by storing energy from the day to generate electricity
later. In practice, extending generation by about three or four hours until
8 to 9 p.m. using stored energy may well be worthwhile. Most commer-
cial plants also have auxiliary power generation available from fossil fuels
or biofuels using a_conventional engine generator in parallel with the
CSTP (as shown in, thus covering occasional periods of cloudi-
ness, or allowing output to continue through the night if commercially
worthwhile.

40

30

20

10

Firm
capacity line

Fuel backup Solar direct

2 4 6 8 10 12 14 16 18 20 22 24
Time of day/h

Schematic of time variation of CSTP generation, with use of thermal energy storage and
auxiliary power.
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Two of the four CSTP systems (each of 50 MWe) at the Solnova power station in Spain.

In, excess heat from the collector-transfer fluid passes
through a heat exchanger where chemical salts are melted and the liquid
salt held in an insulated tank. When the generator needs extra input (e.g.
in the evenings), molten salt passes back through the heat exchanger to
boost the temperature of the transfer fluid. In this way, electricity can be
generated at night, as shown in|Fiq. 4.14||Fiq. 4.1 5|is a photo of part of
a large CSTP system in Spain, which includes about six hours of thermal
storage.

84.8.4 Thermochemical closed-loop storage

An alternative and more sophisticated procedure has the transfer fluid
a thermochemical storage medium, e.g. dissociated ammonia, as illus-
trated in Such systems, initially proposed by Carden and with
later development (Dunn et al. 2012), have the benefit that heat absorbed
at a receiver is immediately stored in chemical form without subsequent
loss in thermal transmission to a central heat engine. The chemical there-
fore becomes an energy store, which may be stored and transmitted
over long distances before the energy is eventually released as heat,
perhaps for power generation.

In the original procedure (see, insolation is collected in a point
concentrator and focused on a receiver in which ammonia gas (at high
pressure, ~300 atmospheres) is dissociated into hydrogen and nitrogen.
This reaction is endothermic, with AH = —46 kJ (mole NH,)~" obtained
from the solar heat. The dissociated gases pass to a central plant, where
the H, and N, are partially recombined in the synthesis chamber, using
a catalyst. The heat from this reaction may be used to drive an external
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Dissociation and synthesis of ammonia, as a storage medium for solar energy. As
proposed and originally developed by Carden in the 1970s.

heat engine or other device. The outflow from the synthesis chamber
is separated by cooling, so the ammonia liquefies. Numerical analysis is
shown in Problems 4.5 and 4.6.

84.8.5 Small-scale CSTP microgeneration

The small-scale solar concentrators used for cooking are totally unsuitable
for power generation because of the tracking, control and power-
generation equipment needed. However, this does not mean that pro-
fessionally constructed plant cannot operate for microgeneration into
consumer power networks under the supervision of trained personnel.
Such equipment has been researched and developed by a small number
of companies, but to date there has not been any significant market
impact. Companies that successfully market small thermal solar concen-
trators and tracking for hot water supplies, process heat and desalina-
tion, etc. have adapted their systems for thermal electricity generation
(Lovegrove and Stein 2012). However, to date it seems that such thermal
generation has been found to be more expensive and troublesome than
photovoltaic equivalents.

84.9 FUEL AND CHEMICAL SYNTHESIS FROM
CONCENTRATED SOLAR

84.9.1 Introduction

The high temperatures and clean, unpolluted conditions of solar con-
centration enable chemical processing for research and ultimately for
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commercial products and processes (Konstandopoulos et al. 2012).
Manufacturing fuels is one main aim, thereby capturing and storing the
transient energy of the Sun. Such thermochemical processes overall are
endothermic (absorbing energy) and proceed faster at high temperature;
hence the benefit of solar concentration.

The main fuels are: (1) hydrogen from the thermochemical dissocia-
tion of water; and (2) carbon fuels from the thermochemical dissociation
of wastes to CO and H,, with subsequent production of synthetic liquid
fuels. The ammonia synthesis/dissociation ) IS a special case, in

which the chemical reaction is used as an energy store.

84.9.2 Hydrogen production

Single-step (direct) water splitting to hydrogen and oxygen in one stage
requires temperatures >2000°C, and could be dangerous. Therefore a
multi-step process is preferred; usually a two-step process using metal
oxides as ‘system catalysts’ (i.e. chemicals that are essential reactants,
but which cycle continuously in the process between a reduced (e.g.
Sn0O) and an oxidized state (e.g. SnO,)). In such ways the reaction tem-
peratures may be <1500°C and more easily attained. A very large range
of metal oxides (MOs) have been researched in solar hydrogen synthe-
sis. The two reactions simplify, for example, to:

At smaller ‘high temperature’ MO + H,0 — MO, + H, + heat  (4.26)
At larger ‘higher temperature’ 2MO, + heat — 2MO + O, (4.27)

R&D to date has explored such processes in operational solar concentra-
tors. The European HYDROSOL program has demonstrated the concept
at ever-increasing scales, and with various multi-chamber solar reac-
tors with the aim of continuous production, including the Hydrosol-2
100-kilowatt pilot plant at the Plataforma Solar de Almeria in Spain, oper-
ational from 2008. (See Bibliography.)

84.10 SOCIAL AND ENVIRONMENTAL ASPECTS

Solar crop driers and concentrating solar thermal power (CSTP) can have
widespread benefits in suitable climates. The other solar technologies
examined in this chapter (water distillation, absorption refrigerators, salt-
gradient ponds, fuel and chemical synthesis) are less common. Where
these technologies are appropriate, they can contribute to clean, sustaina-
ble economies. As with all renewables, a beneficial impact is to substitute
for fossil fuels, and so abate pollution, both locally and globally. Several
of the technologies may use potentially harmful or dangerous chemicals,
so procedures established in conventional industries for health and safety
must be followed. Concentrated solar radiation is a serious danger for per-
sonal harm and for fire, so adequate site safety procedures are essential.
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Given the arid/semi-arid nature of environments suitable for CSTP, a
key challenge usually is obtaining cooling water for the thermal engines.
Otherwise dry or hybrid dry/wet cooling has to be used, but with loss of
efficiency. Another limitation for CSTP plants is the distance between
areas suitable for power production and major consumption centers.
Several proposed large-scale proposals (e.g. Desertec, which aims to
use CSTP in North Africa to supply Central European demand) therefore
incorporate low-loss, very high-voltage, electricity transmission.

Some solar applications are so obviously beneficial that it seems
unnecessary to emphasize them here; examples are the benefits of
‘solar buildings’ (§16.4), clothes drying and salt production (by evapora-
tion of salt water in large salt pans). It is unfortunate that in many affluent
households and organizations, washed clothes are routinely dried by heat
from electricity in clothes driers rather than using sunshine whenever
possible. Even when the driers reuse heat recovered from water vapor
condensation, such electrically heated drying is frequently unnecessary.

CHAPTER SUMMARY

Basic analysis is explained here for many solar applications other than water heating ) and
HChater 14

buildings ). Crop drying after harvest is vital for food security and is greatly assisted by solar
energy. Closed crop driers are air heaters that work on similar principles to solar water heaters, but are
usually of much simpler construction. Concentrated solar thermal power (CSTP) has progressed rapidly
from R&D projects to commercial-scale investments, especially in southern Spain and California. Because
only direct (beam) radiation can be concentrated by factors >10, CSTP is applicable only in sunny, nearly
cloud-free locations. Integrated thermal storage is an important feature of CSTP plants, and so such
systems extend generation into the evening and also may have fuel power backup capacity. Thus, CSTP
offers firm, flexible electrical production capacity to utilities, and is already cost-competitive at times of
peak electricity demand, especially in summer. The main limitations to the expansion of CSTP plants are
accessing the necessary cooling water and the distance between these areas and major consumption
centers. CSTP systems may use any of the four main types of concentrating collector: (1) parabolic
trough; (2) linear Fresnel; (3) central receiver (power tower); and (4) ‘dish’ (paraboloid). Types (1) and (2)
track the Sun in only one dimension (east—west) and typically achieve receiver temperatures ~400°C, but
are mechanically simpler and cheaper than types (3) and (4), which track the Sun in two dimensions. The
latter, with point concentration, can achieve maximum temperatures of ~2000°C, for chemical production
and materials testing. The other solar technologies examined in this chapter (water distillation, absorption
refrigerators, salt-gradient ponds, solar cookers) all have specific benefits in appropriate climates and
locations, but have not generally replaced conventional technology.

QUICK QUESTIONS

Note: Answers to these questions are in the text of the relevant section
of this chapter, or may be readily inferred from it.

1 Why is it important to dry crops soon after harvest?
2 What is the difference between absolute humidity and relative
humidity?



Problems 143

w

Why does an absorption cooler require heat to be added?

4 How much fresh water per day could be produced by a solar still of
10 m? area?

What is a ‘solar pond'?

6 Why is a selective surface important for a solar water heater but not
for a CSTP receiver?

7 Name three types of solar concentrator. Which of these achieves
the highest output temperature? Which is the easiest to keep
clean?

8 Outline the principle of a Fresnel mirror.

9 Why do most commercial CSTP systems include some energy
storage? What is the most common form of such storage?

10 List three constraints on the location of CSTP plants.

(331

PROBLEMS

4.1 Theory of the chimney

A vertical chimney of height h takes away hot air at temperature T,
from a heat source. By evaluating the integral (3.25) inside and outside
the chimney, calculate the thermosyphon pressure p,, for the following
conditions:

(@) T,=30°C, T, =45 °C, h=4m (corresponding to a solar crop drier).
(o) T, =5°C, T,=300°C, h =100 m (corresponding to an industrial
chimney).

4.2 Flow through a bed of grain

Flow of air through a bed of grain is analogous to fluid flow through a
network of pipes.

(a) shows a cross-section of a solid block pierced by n paral-
lel tubes, each of radius a. As a is small, the flow is laminar (why?),
in which case it may be shown that according to Poiseuille’s law, the
volume of fluid flowing through each tube is:

4
o =" dp (4.28)
8u \ dx

where u is the dynamic viscosity (see) and dp/dx is the
pressure gradient driving the flow. Use this to show that the bulk

fluid flow speed through the solid block of cross-section A, is:
v = Qo _ 8% dp
A, 8 dx
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(a)

For Problem 4.2:

a block pierced by parallel tubes;
b poresin a bed of grain;

¢ volume of grain bed.

where the porosity €is the fraction of the volume of the block which
is occupied by fluid, and Q. is the total volume flow through
the block.

(o) The bed of grain in a solar drier has a total volume V, _, = AAx
). The drier is to be designed to hold 1000 kg of grain of
bulk volume V, ,=1.3 m3. The grain is to be dried in four days (= 30
hours of operation). Show that this requires an air flow of at least
Q=0.12 m3s™ (hint: refer to Worked.

(c) |Fig. 4.17(b)l shows how a bed of grain may likewise be regarded as
a block of area A pierced by tubes whose diameter is comparable
to (or smaller than) the radius of the grains. The bulk flow velocity is
reduced by a factor ki{<1) from that predicted by (a), because of the
irregular and tortuous tubes. If the driving pressure is Ap, show that
the thickness Ax through which the flow Q can be maintained is:

9 \[/2
Ax = [kea VApJ

8u Q

For a bed of rice, e=0.2, a =1 mm, k= 0.5 approximately. Taking Q
from (b), and Ap from Problem 4.1(a), calculate Axand A,.

4.3 The solar pond

An idealized solar pond measures 100 m x 100 m x 1.2 m. The bottom
20 cm (the storage layer) has an effective absorptance o = 0.7. The
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1.0 m of water above (the insulating layer) has a transmittance 7 =
0.7, and its density increases downwards so that convection does
not occur (see ). The designer hopes to maintain the storage
layer at 80°C. The temperature at the surface of the pond is 27°C (day
and night).

(a) Calculate the thermal resistance of the insulating layer, and compare
it with the top resistance of a typical flat—plate collector.

(b) Calculate the thermal resistance of a similar layer of fresh water,
subject to free convection. Compare this value with that in (a), and
comment on any improvement.

(c) The density of NaCl solution increases by 0.75 g/liter for every 1.0
g of NaCl added to 1.0 kg H,O. A saturated solution of NaCl con-
tains about 370 g NaCl per kg H,0. The volumetric coefficient of
thermal expansion of NaCl solution is about 4 x 10-4/K. Calculate the
minimum concentration C_.of NaCl required in the storage layer
to suppress convection, assuming the water layer at the top of the
pond contains no salt. How easy is it to achieve this concentration in
practice?

(d) Calculate the characteristic time scale for heat loss from the storage
layer, through the resistance of the insulating layer. If the tempera-
ture of the storage layer is 80°C at sunset (6 p.m.) what is its tem-
perature at sunrise (6 a.m.)?

(e) Diffusion of a solute depends on its molecular diffusivity D,
analogous to thermal diffusivity k¥ of 8R3.3. For NaCl in water,
D=1.5x10"*m2s".The pond is set up with the storage layer having
twice the critical concentration of NaCl, i.e. double the value C . cal-

culated in (c). Estimate the time for molecular diffusion to decrease

this concentration to C_, .

Note: Molecular diffusion of salt (solute) from a region of strong
concentration to a weak concentration is analogous to the diffusion
of heat from a region of high temperature to a region of low tempera-
ture by conduction, as described in 8R3.3. In fact, the same equa-
tions apply with molecular diffusivity D in place of thermal diffusivity
k and concentration C in place of temperature T.

(f) According to your answers to (c)-(e), discuss the practicability
of building such a pond, and the possible uses to which it could
be put.

4.4

Fig. 4.18| shows the key feature of a system for the large-scale use

of solar energy similar to one implemented in California in the 1980s.
Sunlight is concentrated on a pipe perpendicular to the plane of the
diagram and is absorbed by the selective surface on the outside of the
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For Problem 4.4. A proposed concentrator system for power generation.

pipe. The fluid within the pipe is thereby heated to a temperature T, of
about 500°C. The fluid then passes through a heat exchanger where it
produces steam to drive a conventional steam turbine, which in turn
drives an electrical generator.

(a)
(b)

(c)

Why is it desirable to make T, as large as possible?

Suppose the inner pipe is 10 m long and 2.0 mm thick and has a
diameter of 50 mm, and that the fluid is required to supply 12 kW of
thermal power to the heat exchanger. If the pipe is made of copper,
show that the temperature difference across the pipe is less than
0.1°C. (Assume that the temperature of the fluid is uniform.)
Suppose the selective surface has a/e = 10 at the operating
temperature of 500°C. What is the concentration factor required of the
lens (or mirror) to achieve this temperature using the evacuated col-
lector shown? Is this technically feasible from a two-dimensional
system?

Suppose the copper pipe was not shielded by the vacuum system
but was exposed directly to the air. Assuming zero wind speed, cal-
culate the convective heat loss per second from the pipe.

Suppose the whole system is to generate 50 MW of electrical power.
Estimate the collector area required.

Briefly discuss the advantages and disadvantages of such a
scheme, compared with (i) an oil-fired power station of similar
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capacity, and (ii) small-scale uses of solar energy, such as domestic
water heaters.

4.5

Suppose the system shown in [Fig. 4.16]is to be used to supply an

average of 10 MW of electricity.

(a) Estimate the total collector area this will require. Compare this with
a system using photovoltaic cells.

(b) Briefly explain why a chemical (or other) energy store is required,
and why the mirrors have to be pointed at the Sun. How might this
be arranged?

(c) To insure a suitably high rate of dissociation, the dissociator is to be
maintained at 700°C. Plumbing considerations (Problem 4.6) require
that the dissociator has a diameter of about 15 cm. Assuming (for
simplicity) it is spherical in shape, calculate the power lost from each
dissociator by radiation.

(d) Each mirror has an aperture of 10 m2. In a solar irradiance of 1 k\W/m?,
what is the irradiance at the receiver? Show that about 2.5 g/s of NH,
can be dissociated under these conditions.

4.6

The system shown in[Fig. 4.16[requires 2.5 g/s of NH, to pass to each
concentrator (see Problem 4.5). Suppose the NH, is at a pressure of

300 atmospheres, where it has density p = 600 kg m= and viscosity
u=15x10"%kgm" s

The ammonia passes through a pipe of length L and diameter d.
To keep friction to an acceptably low level, it is required to keep the
Reynolds number % < 6000.

(a) Calculate: (i) the diameter d; (ii) the energy lost to friction in pumping
2.5 g of ammonia over a distance L =50 m.

(b) Compare this energy loss with the energy carried. Why is the
ammonia maintained at a pressure of ~300 atmospheres rather than
~1 atmosphere? (Hint: estimate the dimensions of a system working
at ~1 atmosphere.)

4.7

Fig. 4.5(a) is a sketch of the heat flow, temperatures and other aspects
of a simple solar still for obtaining fresh water from brackish water.
Using the parameters indicated by the symbols on the sketch, and any
other parameters you need, make a heat flow circuit of the system as an
analog of an electrical circuit.
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NOTES

See §13.8 for an outline of ‘osmosis’.

This may also be called the ‘optical concentration ratio’.
At excellent explanation with dynamic diagrams may be found at|http://en.wikipedia.orq/vviki/StirIinq engine
(accessed September 14, 2011).

BIBLIOGRAPHY

General

Duffie, J.A. and Beckman, W.A. (2006, 3rd edn) Solar Engineering of Thermal Processes, John Wiley & Sons,
New York. The classic text, especially for solar thermal theory and application. Covers most of the topics of this
chapter by empirical engineering analysis.

Gordon, J. (ed.) (2001) Solar Energy — The state of the art, James & James, London. Ten chapters by experts in
solar thermal, photovoltaic and glazing.

Goswami, D.Y., Kreith, F. and Kreider, J.F. (2000, 2nd edn) Principles of Solar Engineering, Taylor and Francis,
London. Another standard textbook on solar thermal systems.

Journals

The most established journal, covering all aspects of solar (sunshine) energy, is Solar Energy, published by
Elsevier in cooperation with the International Solar Energy Society (ISES).

Air heaters and crop drying

Brenndorfer, B., Kennedy, L., Bateman, C.O., Mrena, G.C. and Wereko-Brobby, C. (1985) Solar Dryers: Their role
in post-harvest processing, Commonwealth Secretariat, London.

Monteith, J. and Unsworth, K. (2008, 3rd edn) Principles of Environmental Physics, Academic Press, London.
Includes a full discussion of humidity.

Water desalination

Delyannis, E. and Belessiotis,V. (2001) ‘Solar energy and desalination’, Advances in Solar Energy, 14, 287. Useful
review with basic physics displayed; notes that ‘almost all large state-of-the-art stills have been dismantled'.

Rizzutti, L., Ettouney, H. and Cipollina, A. (eds) (2007) Solar Desalination for the 21st Century, Springer, New
York. Proceedings of a conference sponsored by NATO.

Solar absorption cooling

Wang, R.Z. (2003) 'Solar refrigeration and air conditioning research in China’, Advances in Solar Energy, 15, 261.
Clear explanation of principles; notes that there have been few commercial applications as yet.



http://en.wikipedia.org/wiki/Stirling_engine

Bibliography 149

Solar ponds

El-Sebaii, A.A., Ramadan, M.R.l., Aboul-Enein, S. and Khallaf, A.M. (2011) 'History of the solar ponds: a review
study’, Renewable and Sustainable Energy Reviews, 15, 3319-3325. What its title suggests.

Leblanc, J., Akbarzadeh, A., Andrews, J., Lu, H. and Golding, P. (2011) ‘Heat extraction methods from salinity-
gradient solar ponds and introduction of a novel system of heat extraction for improved efficiency’, Solar Energy,
85(12), 3103-3142.

Lu, H., Swift, A.H.P., Hein, H.D.and Walton J.C. (2004) ‘Advancements in salinity gradient solar pond technology
based on sixteen years of operational experience’, Journal of Solar Energy Engineering, 126, 759-767. Careful
review, including technical detail and operational experience.

Tabor, H. and Doron, B. (1990) ‘The Beit Ha'Harava 5 MW(e) solar pond’, Solar Energy, 45, 247-253. Describes
the earliest — and largest at the time — operational solar pond.

Concentrators and their applications

Dunn, R., Lovegrove, K. and Burgess, G. (2012) ‘A review of ammonia-based thermochemical energy storage for
Concentrating Solar Power’, IEEE Journal, 100(2), 391-400.

HYDROSOL: successive European Union funded R&D programmes for hydrogen production from water. For
example, see| http://1 60.40.10.25/hvdroso|} (accessed March 23, 2013).

Konstandopoulos, A.G. and Lorentzou, S. (2010) ‘Novel monolithic reactors for solar thermochemical water split-
ting’, in L. Vayssieres (ed.), On Solar Hydrogen and Nanotechnology, John Wiley & Sons, Singapore.

Konstandopoulos, A.G., Pagkoura, C. and Lorentzou, S. (2012) ‘Solar fuels and industrial solar chemistry’, ch. 20
in Lovegrove and Stein (2012). Excellent survey from a chemical point of view.

Lovegrove, K. and Stein, W. (eds) (2012) Concentrating Solar Power Technology: Principles, developments
and applications, Woodhead Publishing, Cambridge. Comprehensive and authoritative integrated chapters by
experts; includes solar, physical, chemical, economic and manufacturing reviews.

Winston, R. (2011) Thermodynamically efficient solar concentrator technology, Lecture series, UC Davis. Available
aﬂ http://solar.ucdavis.edu/files/education/201 1-minicourse-winston.pd|t (accessed March 2013).

Winston, R., Minano, J.C. and Beniez, P.G. (2005) Nonimaging Optics, Elsevier Academic Press, San Diego, CA.

See also University of California’s Advanced Solar Technologies Institute. Research Center on non-imaging con-
centrators led by Professor Winston. See| http://ucsolar.orq/researoh-proiects/solar-thermdl.

Solar thermal electricity generation

Carden, P.O. (1977) 'Energy co-radiation using the reversible ammonia reaction’, Solar Energy, 19, 365-378.
First of a long series of articles; see also Luzzi, A. and Lovegrove, K. (1997) ‘A solar thermochemical power plant
using ammonia as an attractive option for greenhouse gas abatement’, Energy, 22, 317-325. See also Dunn et al.
(2012).

Mills, D.R. (2001) Solar Thermal Electricity, in Gordon (2001), pp. 577-651.

Winter, C.J., Sizmann, R.L. and Vant-Hull, L.L. (eds) (1991) Solar Power Plants: Fundamentals, technology,
systems, economics, Springer Verlag, Berlin. Detailed engineering review.


http://160.40.10.25/hydrosol/
http://solar.ucdavis.edu/files/education/2011-minicourse-winston.pdf
http://ucsolar.org/research-projects/solar-thermal

150 Other solar thermal applications

Websites

There are countless websites dealing with applications in solar energy, some excellent and many of dubious
academic value. Use a search engine to locate these and give most credence to the sites of official organizations,
as with the examples cited below.

ESTELA (the European Solar Thermal Electricity Association) <|:wvvvv.estelaso|ar.eu1> Site includes the ESTELA/
Kearney Report of June 2010, Solar Thermal Electricity 2025.

International Solar Energy Society (ISES) >. The largest, oldest, and most authoritative profes-
sional organization dealing with the technology and implementation of solar energy. ISES sponsors the research-
level journal Solar Energy, which covers all the topics in this chapter.

IEA Solar Heating and Cooling Program > Reports international research and projects in these

fields.

IEA program on Concentrated Solar Power chww.solarpaces.ord> Reports international research and projects
in this field, along with outlines of the relevant technologies. Publications available on this site include CSP
Technology Roadmap (2010-2050).
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§5.1 INTRODUCTION

85.1.1 Background

There are only two methods to generate significant electric power.
The first is electromagnetic dynamic generation discovered by Michael
Faraday in 1821 and in commercial production by 1890; this is the domi-
nant method today, requiring the relative movement of a magnetic field
and a conductor powered by an external engine or turbine.

The second method is photovoltaic generation with no moving parts
using solar cells (technically photovoltaic cells), which produce electric-
ity from the absorption of electromagnetic radiation, especially light
predominantly within semiconductor materials, as shown in
The photovoltaic (PV) effecE was discovered by Becquerel in 1839 but
was not developed as a power source until 1954 by Chapin, Fuller and
Pearson using doped semiconductor silicon; the physical mechanism
is explained in Review 4. There are many different types of PV cell, but
for practical application it is not essential to understand their internal
operation, since they can be described by their external electrical circuit
characteristics (85.2).

Fig. 5.1

Part of the solar farm of 13 MW capacity, at Nellis Air Force Base, near Las Vegas, Nevada,
USA. The photovoltaic modules are fixed to nearly 6000 Sun-tracking frames, at which
the DC power is transformed (inverted) into conventional AC mains power for electricity
throughout the Base, peaking at 13 MW. The solar electricity integrates with the supply
from the Base's diesel generators, thus giving considerable reduction in fuel use.
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§5.1.2 Uses and rapid growth

PV power is one of the fastest-growing energy technologies: installed
capacity grew exponentially from ~200 MW in 1990 to more than 80,000
MW (80 GW) in 2012, with similar growth rate expected to continue
. Technical factors driving the demand are its universal applicability
(solar radiation is available everywhere, though the energy input and
therefore energy output are greater in sunnier locations), modular char-
acter (allowing use at all scales from a few watts to tens of megawatts),
reliability, long life, ease of use, and lack of noise and emissions. The
market growth relates to supportive policies in many countries, particu-
larly ‘feed-in tariffs’ that strongly encourage electricity users to install
mains-connected PV systems for their power, with excess exported and
sold via the utility grid. The resulting demand encourages manufacturers
to scale up their production, which in turn makes the unit cost cheaper
internationally.

Before 2000, most photovoltaics were in stand-alone systems, pro-
gressing from space satellites to lighting, water pumping, refrigeration,
telecommunications, solar homes, proprietary goods and mobile or iso-
lated equipment (e.g. small boats, warning lights, parking metres). Since
about 2000, grid-connected PV power (e.g. incorporated on buildings or
in large free-standing arrays:) has become the dominant applica-
tion as an accepted ‘mainstream’ form of electrical power generation for
the 21st century.

Obviously generation occurs only in daytime and varies with insolation,
so electricity storage (e.g. batteries) or grid linking is usual (see 85.3).
Such mechanisms also smooth out the more rapid variability of output
during daytime. The ex-factory cost per unit capacity decreased to
$UST/W for thin film cells in about 2009 and for silicon crystalline cells
in 2011, with inflation-corrected prices decreasing since as manufacture
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Growth of global installed capacity (GW) from photovoltaics. Dashed line is ‘'medium’
scenario of EPIA (2014).
Date Source: European Photovoltaic Industry Association
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and know-how expand (see §85.7). PV power generation is rapidly becom-
ing a mainstream technology for integration into national-scale electricity
supply.

For stand-alone electricity at a reasonably sunny site of insolation
20 MJ/(m? day), long-term generated power is usually significantly
cheaper than that from diesel generators. For widespread mains supply
in sunny climates, PV power is cost-competitive with daytime peak grid
electricity. If the polluting forms of generation were charged for their
external costs (see, then PV and other renewables would be
even more effective.

Commercial solar modules with proven encapsulation give trouble-free
service so long as elementary abuse is avoided. Lifetimes of at least
20 years are commercially guaranteed, with expectations of very much
longer successful operation.

8§5.1.3 Basics

Sunlight

Photovoltaic generation of power is caused by photons of electromag-
netic radiation separating positive and negative charge carriers in absorb-
ing material . If an electric field is present, these charges can

produce a current in an external circuit. Such fields exist permanently

(b)
Load \8)’/,

/,\\\

Sunlight

Electron current
e ——»

X

Photons
Electrical

_| load
= n-type | p-type
silicon| silicon

Junction

a Diagrammatic (‘'micro-view’) portrayal of PV generation from photons of sunlight
absorbed near a junction between semiconductor layers A and B with different
doping. See Review 4 for further explanation of the physical processes, and

m%u%ﬂ and|5.22|for less schematic diagrams of solar cell construction. Note that
conventional (direct) current flows from (+) to (), i.e. in the opposite direction to the
electron current.

b Outline of photovoltaic cells in a circuit (‘macro-view’). Diagram shows many cells
assembled into a module.
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at junctions in PV cells as ‘built-in" electrostatic fields that provide the
voltage difference (EMF) for useful power production. Power generation
is obtained from cells matched to radiation with wavelengths from the
infrared (A = 10 pym) to the ultraviolet (A = 0.3 ym); however, unless oth-
erwise stated, we consider cells matched to solar radiation (A = 0.5 ym).
The built-in fields of common semiconductor cells produce potential dif-
ferences of about 0.5 V and current densities of about 400 A/m? in clear
sky solar radiation of 1.0 kW/m?2. Further details of the internal physics
of solar cells are given in Review 4.

Commercial photovoltaic cells have efficiencies between about 12%
and 25% in ordinary sunshine, dependent on type and price. In mirror-
concentrated sunshine, efficiency may be nearly 50%. Commercial
cells are interconnected and fixed within weatherproof encapsulation as
modules; depending on the number of cells in series, module open-circuit
voltages are commonly between about 15 and 30 V. The current from the
cells is inherently direct current (DC); electronic inverters are used to
change this to alternating current (AC). For a given commercial module
in an optimum fixed position, daily output per unit collector area depends
on the climate, but may be expected to be about 0.5 to 1.0 kWh/(m?2 day).
Output can be increased using tracking devices and solar concentrators.

85.1.4 Chapter sections

85.2 and §5.3 examine the circuit characteristics and uses of PV power
sources. Readers interested mainly in applications may concentrate on
these sections and on §5.7, which examines economic, social and envi-
ronmental aspects of the use and production of photovoltaics. 85.4 out-
lines some intrinsic limitations to the energy efficiency of solar cells,
using the silicon solar cell as an example, and drawing on the solid-state
theory outlined in Review 4. 85.5 considers how cells are constructed.
Variations in cell material, including the crystalline form and the develop-
ment of cells of materials other than Si, are discussed in §5.6.

For this third edition of Renewable Energy Resources we have set the
solid-state physics of the dominant form of photovoltaic cells, the silicon
crystal cell, in Review 4. This in no way belittles an understanding of the
internal processes, but recognizes the speciality of the subject. Other
types of PV have related internal properties.

§5.2 PHOTOVOLTAIC CIRCUIT PROPERTIES

With photovoltaic cells, as with all renewable energy devices, the envi-
ronmental conditions provide a current source of energy.

The equivalent circuit portrays the essential macroscopic
characteristics for PV power generation, including the internal series
resistance A, and shunt resistance R,..
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Fig. 5.4

Equivalent circuit of a solar cell. Symbols are as in (5.1) and (R4.22), where: | is the
current into the external load, / the light-induced current, /; the diode dark current, R,
the shunt resistance, [, the shunt current, R, the series resistance, and V'the cell output
voltage.

From the equivalent circuit,
[=1,=1,=1, (5.1)

where |/ is the light-induced currentand /,, = (V- IR) /R,
o)

(V-IR) (5.2)

I=l =l

sh

In discussing photovoltaic cells as power generators in operation (i.e.
when illuminated), it is usual to take the device current / as positive when
flowing from the positive terminal of the cell (i.e. the generator) through
the external load. This is the convention with all DC generators, includ-
ing batteries, but is opposite to fundamental analysis of electron flow
derived from the physics of a simple diode (as explained in §R4.1.9).

In for a given illumination, the characteristic curve is from
V=0 (short-circuit, with current /) to V= V__(open circuit voltage, with
/=10). The open-circuit voltage V_ _increases only slightly with irradiance,
unlike the short-circuit current /. which is proportional to the absorbed
insolation. The power being produced is the product of /and V, (P=IV);
maximum power at each illumination is indicated by the peak power line.

plots generated power cell against voltage for one value of
insolation.

The condition for maximum power into an external circuit is that the
external load A_equals the internal resistance of the source R, ,. However,
R, depends on the absorbed photon flux and so changes with the insola-

tion, so good power matching in a solar cell requires £, as seen by the
PV array, to change in relationship to the solar irradiance. This match-
ing is performed automatically by an interface electronic unit connected
between the array and the external circuits. For grid-connected systems
this peak power matching is integrated electronically with an inverter
from DC to AC electricity, which is all housed in a ‘control box’.

For constant insolation, an increase in cell material temperature

6 affects performance by decreasing V. and increasing I, with the
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a [V characteristic of a typical 36-cell Si module. Note that even without maximum
power load control, the peak power line of maximum /V product is a good match with
the charging voltage range of nominally 12 V batteries.

b Maximum power curve and /-V characteristic, with power P = /V plotted against V. The
maximum power point (MPP) is indicated.
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characteristic changing accordingly. Effectively, R, (often taken as infi-
nitely large) and A, (made as small as possible) decrease with the increase
in temperature. Empirical relationships for these effects at 1 kW m=2
insolation on Si material and Celsius temperature 0 are:

V..(0)=V,_(6)11- al0—0)] (5.3)
10)=1__(0)1+ blo — 6] (5.4)

where 6, = 25°C is a convenient reference temperature and the tempera-
ture coefficientsare a=3.7x 102 (°C)™", b=6.4x 10 (°C)~". Note, however,
that at constant temperature, V__ increases slightly with insolation.

The net effect of an increase in temperature at constant insolation is to
reduce the power P. An empirical relationship for crystalline Si material is:

PO) = PLO)[1—cl6 - 6,)] (5.5)

where ¢ =4 x 103(°C)~". Thus a crystalline silicon module operating at
65°C (quite possible in a sunny desert environment) loses about 16%
of its nominal power; such modules are most efficient at cold tempera-
tures. The ability of solar modules, and hence cells, to lose absorbed heat
principally by convection and infrared radiation is therefore an important
design challenge, but often neglected.

The remaining requirements for good power production are obvious
from the equivalent circuit, namely:

1/ should be a maximum, as considered in §5.4 (e.g. at the top surface,
minimum electrical contact area and minimum optical reflection).

2 [, should be a minimum (e.g. by optimal dopant concentration).

3 R, should be large (e.g. with pristine cell edge formation).

4 R, should be small (e.g. by ensuring short paths for surface currents to
electrical contacts, and by using low resistance contacts and leads).

5R R = V/I for optimum power matching.

load — " internal —

Solar cell arrays are often assembled from a combination of individual
modules usually connected in series and parallel. Each module is itself
a combination of cells in series. Each cell is a set of surface elements
connected in parallel ). For a 36-cell module, the maximum open-
circuit potential may be ~22 V, with maximum short-circuit current at
the module terminals ~5.5 A in standard conditions. Such modules were
developed originally for charging ‘12 Volt' batteries. Larger modules are
now common as they are more cost-effective for grid-connected use
(e.g. 72-cell modules for 100 to 160 W at about 32 V in full sunshine,
open circuit).

Since the cells are in series, difficulties will arise if one cell or element
of a cell becomes faulty, or if the array is unequally illuminated by shading
or by unequal concentration of light, because a cell that is not illumi-
nated properly behaves as a rectifying diode (see |Fiqs R4.7|and |R4.10)|.
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Typical arrangements of commercial Si solar cells: (a) cell; (b) module of 36 cells; (c) array;
(d) module wired in blocks to minimize the effect of a failed cell (indicated by the cross).
No protective diodes are drawn.

Therefore, current generated in a properly illuminated PV cell tries to
pass to the next shaded cell in the direction that is now blocked, since
that shaded cell behaves as a diode ‘in the dark’. Thus when cells are
connected in series with one shaded, little current passes (the analogy is
stepping on a water hosepipe: one blockage anywhere on the pipe stops
the water flow). Consequently, shadows should never be allowed to fall
on PV modules. If shading is unavoidable, then the connected strings of
modules should be arranged so that each string either remains in sun-
shine or is shaded.

Moreover, it is possible that a shaded or faulty cell becomes over-
heated —a 'hot spot’. Such faults may avalanche unless protective bypass
diodes are set in parallel with a series-linked cell or group of cells. So
when a faulty cell becomes resistive, the voltage difference across this
cell or group of cells reverses and the diode in parallel becomes conduct-
ive, so reducing the current in the faulty cell. In practice, such protection
is not installed for each cell within a module, but whole modules or lines
of modules will be so protected. In addition, cells may be connected in
parallel within mini-blocks, so if one cell fails, an alternative current path
exists. The mini-blocks may then be connected in parallel, as shown in

-.Fi-5.6(d )
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§5.3 APPLICATIONS AND SYSTEMS

PV applications are of two types: (1) stand-alone (independent) equip-
ment; and (2) systems interconnected with utility electricity grids.
A benefit of using PV electricity from single modules is safety owing to
the low voltage and lack of damage to the module if the output short-
circuits. Therefore PV power from single cells or modules provides
essential hands-on educational experience, both indoors and outdoors.
However, great care is needed with interconnected arrays of modules
since their terminals are ‘live’ in daylight; even experienced electricians
may forget this.

85.3.1 Stand-alone applications

Photovoltaic modules are very reliable, have no moving parts and require
no maintenance or fuel supply other than a flux of solar energy.

Thus photovoltaics offer one of the technically best solutions for bring-
ing widespread modern energy to the rural and remote parts of devel-
oping countries, where systems of only a few dozen Watts can offer
lighting and telecommunication, which are of great social benefit. This is
the more so as their cost decreases. However, success in these applica-
tions depends at least as much on social and institutional factors as on
the technology (see 85.7 and §817.2.2).

The same technical advantages meant that in general the first signifi-
cant uses of PV were in applications where a small quantity of electric
power was essential but where it was difficult or expensive to bring in
fuel for conventional generators. The first major example was for space
satellites, which led to considerable early development. Many other
uses, usually connected with batteries for electricity storage and voltage
regulation, benefitted from this; examples include ‘solar homes’, isolated
communities, remote medical centers (especially for refrigerators for
pharmaceutical drugs), meteorological measurement, marine warning
lights, telecommunication repeater stations , torches, portable
radios and other electronic devices, traffic and warning signs, parking
metres, etc. If a stand-alone system does not need battery storage (e.g.
for water pumping), then a load-matching and voltage regulation inter-
face is important. Stand-alone applications often operate automatically,
but need periodic cleaning and battery maintenance by trained personnel
(but see §5.3.3, about self-cleaning glass).

As the cost of PV systems has decreased, so has the distance from the
electric grid at which the installations are cost-competitive. For example,
it is often cheaper, and always safer, to install traffic signs, car-parking
metres or lighting for footpaths as stand-alone solar-powered systems
than to install grid connection and metering for the small amounts of
power required. Moreover, the latest electronic devices, including LED




162 Photovoltaic power technology

(a)

Fig. 5.7
Typical stand-alone applications of photovoltaics. (a) Powering a railway signal box in
a remote area of Australia. (b) PV module powering lights for a house in the Solomon

Islands.

(light emitting diode) lighting, always tend to use less power than their
predecessors, so PV power is even more likely to be used.

85.3.2 Grid-connected systems

Since 2000, grid-connected systems, as shown in and, have

been the largest, and fastest-growing, use of photovoltaics. In general
there are two classes of such grid ‘distributed/embedded’ generation:

1 'Microgeneration’ at or on a building, whereby the PV power connects
to the consumer side of the utility metre, with excess power exported
to the local grid distribution lines.

2 'Solar farms’ of a large array of modules connect directly to the appro-
priately scaled grid distribution lines.

shows the power flows and connections of typical microgen-
eration at a building. The solar modules (panels) are fixed on or integrated
with the roof, or on a free-standing framework near the building. The
microgenerated power usually connects to the user side of the utility
metre, since the owners benefit mostly from using their own power and
so reducing imported (purchased) power. Excess power flows away from
the building as export into the utility distribution grid lines, for which the
owners expect to be paid. In the happy circumstance that the payment
per unit for exported power is greater than the unit price of imported
power, the microgenerated power should be connected on the utility
side of the utility metre to maximize income. A combination of the utility
metre and the owners’ metres enables at least three power flows to be
measured: (i) generated power, (i) exported power; and (iii) imported
power. The financial arrangements for imported and exported power
(usually called a ‘feed-in tariff’, 817.5.1) vary widely by country and utility.
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(a)

(b)

Fig. 5.8

Examples of grid-connected photovoltaic installations.

a Apartments in Freiburg, Germany; PV arrays of 11 modules provide both shade to
windows and electricity to each apartment.
Photo: author.

b A transport service station in Australia with PV roof.
Photo by courtesy of BP Solar.

In some places, the feed-in tariff even includes some credit for ‘abated-

carbon’ and ‘clean-power’.
Fig. 5.9(b] shows the connection of a megawatt-scale solar farm (e.g.

that shown inl Fig. 5.1|) to the distribution grid; generally there is no local
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Schematics (not wiring diagrams) of: (a) ~5 kW photovoltaic microgeneration connected
into the electricity circuits of a building with grid connection, (b) a large MW capacity solar
farm with many ~100 kW free-standing arra onnected through a site substation to a
utility distribution grid network (see alsofor such a solar farm).

load of any significance. Modules are mounted here on fixed-orientation
frameworks, optimized in slope and direction for the location; however,
solar farms in cloudless regions are likely to use sun-tracking frame-
works. Interconnecting power lines are located underground. The whole
site may be several hectares in area. Intermediate inverters transform
the DC power to AC (perhaps at ~500 V) on lines that lead to a substa-
tion where transformers pass the power to the utility distribution line
at perhaps 15 kV. The substation includes all metres, monitoring and
electrical safety equipment. Supervision is by remote interrogation of
the monitoring and by regular inspections.

All such systems use inverters to transform DC electricity from the
PV arrays into AC power compatible with utility power grids (see 8R1.3).
Grid-connected (grid-tie) inverters are different from stand-alone invert-
ers; they use the prevailing line-voltage frequency on the immediate
utility grid line as a control parameter so that the PV system output
becomes synchronized with the grid. Power is exported from the PV
system when the inverter output voltage becomes greater than the line
voltage; this happens as the solar-generated energy forces itself into the
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power line. Such ‘line-commuted’ inverters automatically disconnect if
the utility power fails, so that no unexpected and potentially dangerous
‘rogue’ voltage appears on the grid line. The maximum peak power track-
ers (MPPTSs) are incorporated with the inverters as part of the connec-
tion/control units.

85.3.3 Balance of system (BoS) components

A PV system is much more than just the cells and modules, despite their
sophistication. The other equipment and fixings are called the ‘balance of
system’ (BoS) components.

(a) BoS for stand-alone systems

shows schematically how the array ofcan be con-
nected to a DC load in a stand-alone system. The PV array is shown
configured for nominally “12V’ batteries and loads, but other voltage con-
figurations are possible according to the appliance rating (e.g. 24 V).
Modules and arrays of modules have an equivalent circuit and /-V char-
acteristics as Figs 5.4 and 5.5, but with numerical values appropriately
scaled up.

Maximum power is obtained by controlling V and / to lie on the
maximum power line, as the received insolation and load resistance vary
(see). In practice, the operating temperature usually rises with
irradiance; this changes the voltage and current from their fixed tempera-
ture characteristics, as implied by (5.3) and (5.4). The net effect is that
the peak power line is more nearly vertical than indicated in.
The terminal voltage of an electrical storage battery (occasionally called
an ‘accumulator’) remains nearly constant whatever the charging current,
but increases with increase in state of charge. Therefore, by matching the

(@ +15V
— 1 1 ° °

Controller| Inverter

Storage —

T 12 Vdc 240 Vac
M M battery L appliance appliance

o [ [ ° ° o o

Solar array @ ———
(b) ——- | I o o MPPT
Motor
©
— [ | o o

Fig. 5.10

Schematic diagram of a stand-alone photovoltaic system;

a Nominally 12 V DC system with battery charge controller, with possible 240 V (or
110 V) AC appliances;

b system with maximum peak power tracker (MPPT).
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array optimum voltage and the nominal battery voltage, the V// load line
for battery charging can be matched near to the maximum power line of
the array if a more sophisticated controller is not incorporated. In such a
case, the battery controls the voltage.

Nearly all stand-alone PV systems require battery storage of electricity,
most obviously for lighting at night but also to cope with load surges such
as for radio transmission. Batteries are discussed in §815.5. The lifetime
and reliability of a PV system are improved using a purpose-designed
deep-discharge ‘solar battery’ and not a vehicle battery. A controller pro-
vides the specified maximum charge rate and depth of discharge, and
is almost essential for reliable operation. Even with a controller, battery
lifetime is usually only three to six years — very much less than module
lifetime, and often less than the system designers imply! The controller
may incorporate a maximum peak power tracker (MPPT) in a single unit.

Direct electrical loads cannot directly regulate the voltage and current,
as does a battery. Therefore an intermediate controller is used to sepa-
rate (decouple) the voltage and current optimization of the PV array from
the voltage requirement of the load. The controller may incorporate an
electronic MPPT so the DC voltage and current from the array are con-
trolled so that maximum power is generated as the insolation changes
. MPPTs are often built into stand-alone solar pumping
systems with names like ‘maximizer’ or ‘linear current booster’ and can
enable 95% of the maximum output to reach the water pump under
varying solar conditions.

To operate AC appliances (240 V/50 Hz or 110 V/60 Hz) from a DC PV
supply requires an inverter, as shown on the left of. A stand-
alone inverter uses an internal frequency generator and switching circuitry
to transform the low voltage DC power to higher voltage AC power. The
shape of the AC waveform may be a square wave (cheap inverter) or an
almost pure sine wave (sophisticated solid-state electronic inverter). The
inverter should be sized for the surge currents associated with motor-
starting (if applicable) but not so large that it normally operates at a small
fraction of its rated power (say, <15%) and therefore at poor efficiency
(<85%). Solid-state electronic inverters are commercially available with
excellent reliability and 95% to 99% efficiency at reasonable cost.

(b) BoS for grid-connected PV

For microgeneration at buildings, in addition to fixings and cabling,
balance of system equipment consists of a control unit for the con-
nection to the mains power lines, extra metering, fuses and safety
switches. The control unit normally includes one or more inverters to
transform the PV DC to the AC of the building mains electricity, which
in turn is connected to the utility local supply lines at usually 110V/60 Hz
or 240 V/50 Hz. The inverter is always ‘grid-tied’ so that its output main-
tains synchronism with the grid electricity; if the grid supply fails, then
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the inverter immediately cuts out, but will automatically cut in when the
grid supply returns. Owners may add extra monitoring equipment for
records of performance and for information to make use of the on-site
power.

Module covers may require cleaning, especially in dry environments,
but covers of ‘self-cleaning glass’ accumulate less deposits and self-
clean in rain (see|Box 5.1).

BOX 5.1

SELF-CLEANING GLASS ON MODULE PV COVERS

So-called ‘self-cleaning’ glass is used for the front sloping cover of many modules. It is manufactured
with a ~25 nm monolayer of titanium dioxide (TiO,) on its outward-facing surface that has two associated
beneficial effects for loosening organic dirt and dust: (1) a catalytic effect that decomposes organic dirt

in solar ultraviolet (photocatalysis); and (2) a reduction in the surface tension and surface contact angle of
water on the cover (hydrophilic effect) that allows rain or hose water to run off as a sheet film, so carrying
away the decomposed dirt. The process was developed and patented by Pilkington Glass.

§5.4 MAXIMIZING CELL EFFICIENCY (S| CELLS)

The efficiency and cost-effectiveness of photovoltaic cells are being
continuously improved by research, development and manufacturing
know-how, but the many variables and types of cell make the subject
exceedingly complex. In this section, we mostly explain key aspects of
the dominant form of Si cells, occasionally referring to the basic physics
of photovoltaics in Review 4. At the very least, this section should indi-
cate the extreme sophistication of solar cell manufacture.

Photovoltaic cells are limited in efficiency by many losses; some of
these are avoidable but others are intrinsic to the system. Some limits
are obvious and may be controlled independently, but others are complex
and cannot be controlled without producing interrelated effects. For
instance, increasing dopant concentration can have both advantageous
and harmful effects. portrays typical losses for commercial Si
p-n junction single-crystal solar cells in AM1 irradiance, taken in order
from the top of the cell to the bottom (se). Unfortunately there
is no standard convention for the names of the loss factors, which will
be considered later.

Note that the most significant inefficiencies are the intrinsic mismatch
of the solar spectrum to the single-layer band gap §85.4.2). One
strategy to reduce these inefficiencies is to have multilayer (heterojunc-
tion) devices with layers matched to different regions of the solar spec-
trum (85.6.2); such improvements of efficiency usually allow the cell to
be thin, to ~2um thick rather than ~200um, so reducing the amount of
expensive material, and thus the cost of the cell and its output power.
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Fig. 5.11

Basic structure of p—n junction solar cell. Not shown are the cover (glass or sometimes
plastic) above the cell and the filler between the cover and the cell. BSF: back surface field.

The balance between cost, complexity and efficiency is a delicate
commercial judgement for both manufacturers and users of solar cells.
Indeed, lowering the cost ($/Watt) of PV electricity is a major driver for
the development of the many forms of PV cell other than crystalline Si
(See §5.6,Fig. 5.19 and|Table 5.2).

In general, greater cell efficiency allows arrays of a given total
power to have smaller area with less encapsulation, transportation
and installation cost; thus increased efficiency is a major factor, but not
at great cost. There are a few specialist applications, such as solar car
racing or space travel, where users seek the greatest efficiency with
sufficient durability, almost regardless of cost. In practice, the dominant
factor providing lower cost products is increased and automated manu-
facturing capacity, driven by a strong and increasing demand. In addition,
having to meet international standards for testing and certification pro-
vides improved quality and consumer satisfaction.

In the following subsections we consider a basic single-layer Si solar
cell, which is still the dominant material commercially. The losses are
indicated as an approximate percentage of the insolation at that stage,
initially AM1 = 100%. The effects are described in order from the top
to the base of the cell, as shown in where the efficiency
factors indicate the proportion of the remaining irradiance that is usefully
absorbed at that stage in the photovoltaic generation of electricity. Some
losses are intrinsic (cannot be avoided) and some losses may be reduced
by superior manufacture. By 2013, the best laboratory ‘champion’ single-
layer Si cells reached about 25% efficiency and the best commercial
cells about 20%.

85.4.1 Top-surface electrical-contact obstruction area
(intrinsic loss ~3%)

The electric current leaves the top surface by a web of metal contacts
arranged to reduce series resistance losses in the surface (see §5.4.10).
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Table 5.1 Approximate limits to efficiency in single-layer (homo-junction) crystalline Si solar cells
(refer to 85.4 for explanation of each process)

Text § Cause of loss Power Incremental Energy
loss/gain efficiency change remaining
(approximate) % per process %
5.4.1 Top contact obstruction -3 0.97 97
5.4.2 Top surface reflection with -3 0.97 94
antireflection film in place
5.4.2 Rear surface reflection +3 1.03 97
5.4.3 No photovoltaic absorption: hv < Eg -23 0.77 75
54.4 Excess photon energy lost as heat: -33 0.67 50
hv > Eg
545 Capture efficiency -0.1 0.99 49
5.4.6 Collection efficiency -10 0.90 44
5.4.7 Voltage factor eVg<E, -20 0.8 35
548 Fill factor = (max. power)/ [V =12 0.88 31
54.9 Ideality factor A, recombination losses -5 0.95 29
5.4.10 Series resistance 0.3 0.97 26
5.4.11 Shunt resistance 0.1 0.99 25
5.4.12 Delivered power 25

The contacts are usually formed by a screen-printing process, as for
microelectronic devices; the process is similar in principle to that used
for printing cloth and pictures. These contacts have a finite top surface
area and so they cover part of the otherwise active surface; this loss
of area is not always accounted for in efficiency calculations. Laser-cut
grooves into which the electrical contacts are placed enable the surface
obstruction to be reduced while having sufficient electrical contact.

85.4.2 Optical losses, top and rear surfaces

(a) Reflection reduction at top surface (loss ~3%)
Without special precautions, the top-surface reflectance from semicon-
ductors is large, at about 40% of the incident solar radiation. Fortunately
this may be dramatically reduced by thin film surface treatment (e.g. with
the thickness of the film controlled to produce constructive interference
of the reflected beams:). We consider three features of the
problem.

Feature 1. ordinary surface reflectance. For the intensity of reflection,
consider three materials (air, cover, semiconductor) of refractive index
Ny Ny and n,. For dielectric electrically insulating materials, the reflect-
ance at the air/cover interface, the first is:

(ng —m,)?

preﬂ =(

0 1 5.6
r70+n1)2 (5.6)
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Antireflection thin film.

For example, with no interference, for air (n, = 1) to plastic (say, n, = 1.6),
gives p,,=0.36/6.76 =5.3%. For air to Si, the situation is more complex
as semiconductors have a refractive index represented by a complex
number, since they are partly conducting. Si reflectance is therefore
frequency dependent, and varies in magnitude over the active spectrum,
averaging a magnitude of about n, = 3.5 for Si. With no thin film cover,
substituting in (5.6) gives 31% for Si reflectance in air, which is far too
large.

Feature 2: destructive interference. explains how a thin film
reduces reflection if the main reflected components aand bare (i) of equal
intensity and (ii) differ in phase by mradians (1/2 path difference). For the
reflectance at each surface to be equal, n, = V(n,n,), and for the interfer-
ence the film thickness should be t= 1/(4n,). There is only one wavelength
for which this condition is met exactly; however, over the solar spec-
trum broadband reflectance is considerable with a thin film covering of
n, = 1.9, thickness t = 0.08 um, for which the broadband reflectance of
the ‘sandwich’ is reduced to ~6%. Multiple thin layers can reduce broad-
band reflectance to <3%.

Feature 3: texturing. Another method to reduce top surface reflection
losses uses geometrical configurations, texturing, that reflect the beam
for a second opportunity of absorption (see sketch diagrams and cap-
tions in| Fig. 5.13(a)|and (b)l).

(b) Rear surface reflection and light trapping

Photons that pass through the semiconductor layer without absorption
can be reflected back from the rear surface for a second pass. This
enables the semiconductor layer to be thinner and reduces material cost.
If this rear reflectance is uneven then much of the reflected insolation
becomes trapped by randomized internal reflection from the top surface.
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(a) (b)

Fig. 5.13

Top surfaces for increased absorption after initial reflection; scale of 10 to 100 mm: (a)
idealized textured shape (e.g. by chemical etching); (b) structured shape (e.g. by laser
machining).

BOX 5.2 SOLAR RADIATION ABSORPTION AT THE P-N JUNCTION

Detailed properties of solar radiation were considered fully irl Chapter ﬂ Fig. 5.1£|L shows the solar
spectrum (plotted in terms of photon energy (rather than wavelength) (Fig.| R4.11 in{ Review 4 shows
the same, together with similar plots with wavelength A, and photon number as horizontal axis). Such
mathematical transformations shift the peaks of the curves, but not the area under them, which is the
appropriate total irradiance G.

For photovoltaic power generation in a typical solar cell (e.g. Si material), the essential factors indicated
'r_ﬁ

infFig. 5.14 are as follows:

1 The solar spectrum includes frequencies too small for photovoltaic generation (hv<E ) (region A).
Absorption of these low frequency (long wavelength) photons produces heat, but no electricity.

A (um)
1.24 0.62 041 0.31 0.25
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Indicative plot of solar spectral irradiance against photon energy to illustrate photon

absorption for electricity generation in single junction Si solar cells.

Note the three regions in the chart:

A Photons have energy hv less than band gap £ and are not absorbed.

B Represents the proportion of spectral irradiance that is converted to electricity.

C Represents the proportion of spectral irradiance that is dissipated as heat within
the material because hv > Eg.
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2

3

At frequencies of band gap absorption (hv>Eg), the excess photon energy (hv — Eg) is wasted as heat
(region C).

Therefore there is optimum band gap absorption to fit a solar spectrum for maximum electricity
production ). The spectral distribution (and total irradiance) vary with depth through the
Atmosphere and with cloudiness, humidity pollution, etc. (See §2.6.2 concerning air mass ratio, i.e. AMO
in space, AM1 at zenith, AM2 at zenith angle 60°; AM1.5 conditions are usually considered as standard
for solar cell design.)

Only the energy in region B o is potentially available for photovoltaic power in a single junction
solar cell. The maximum proportion of total energy [B/(A+ B+ O], where A, B, C are the areas of regions
A, B, C, is about 47% for Si, but the exact amount varies slightly with spectral distribution. Not all of this
energy can be generated as useful power, due to the cell voltage V; being less than the band gap Eg (see
and 85.4.7); so the useful power, at current /, is V,/, not Egl. Therefore, in practice, with VB/EQ
=~0.75, only a maximum of about 35% (= 75% of 47 %) of the solar irradiance is potentially available for
conversion to electrical power with single band photovoltaic cells — the so-called ‘Shockley-Queissner’ limit.
Hence the quest for multiple band gap cells and other sophisticated systems that can bypass this limit.

Similar effects apply for any semiconductor. Consider the output of a solar cell; with a larger band gap, the
output has larger voltage but smaller current, because fewer photons have sufficient energy, and so power
reduces. Conversely, with a smaller band gap, the current increases (many photons qualify) but voltage is
less. Somewhere in between, the power output maximizes. For the solar spectrum at AM1.5, this peak is

at a band gap of about 1.6 eV (seq Fig. R4.19).

85.4.3 Photon energy less than band gap (loss ~23%)

Referring to photons of quantum energy hv < Eg cannot con-
tribute directly to photovoltaic current generation. For Si (Eg =~ |.l eV) such
inactive wavelengths have A >1.1 um and include 23% of AM1 irradiance
(see. If these longer wavelength photons (below threshold fre-
quency) are absorbed in the device, heating occurs with a temperature
rise that reduces power production from the active, shorter wavelength
photons. Strategies to overcome this inefficiency include: (i) removing
the long wavelength photons of the incident beam by filters (unlikely to
be a practical solution); (ii) using the heat in a combined solar heat and
PV power system (sensible, but not common); and (i) photochemical
‘up-conversion’, whereby groups of several longer wavelength photons
combine in a photochemical substrate to emit a shorter wavelength
active photon (research).

§5.4.4 Excess photon energy (loss ~33%)

As explained by|Fig. R4.1|and|Box 5.2| the excess energy of active
photons (hv - Eg) also appears as heat.

85.4.5 Capture efficiency (loss ~0.4%)

Photons with energy quanta hv > Eg should produce electron-hole pairs,
so creating the device current. The fraction of these ‘active’ photons
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producing electron — hole pairs is the ‘capture efficiency’, which usually
approaches 100% because either (i) the semiconductor thickness is suf-
ficient for absorption with one pass (§R4.2), or (ii) reflecting layers at the
rear of the cell return transmitted radiation for a second or more passes.
This latter is light trapping, as in thin-walled silicon cells deposited on a
supporting glass substrate.

§5.4.6 Collection efficiency

Collection efficiency is a vague term used in various ways by different
authors. It may be applied to include the losses described in §5.4.3 and
85.4.4, or usually, as here, to electrical collection of charges after carrier
generation. Collection efficiency is therefore defined as the proportion of
radiation generated electron-hole pairs that produce current in the exter-
nal circuit. For 10% overall efficiency cells, the collection efficiency is
usually about 0.7, but 0.9 for 20% efficient cells; so collection efficiency
improvement is a major design target.

There are many factors affecting collector efficiency. One improvement
is back surface field (BSF). A layer of increased dopant concentration is
formed as a further layer beyond the p—n junction (e.g. T um of p* on p
to produce a further junction of ~200 kV m~ )). Electron minor-
ity carriers formed in the p layer near this p* region are ‘reflected’ down
a potential gradient back towards the main p—n junction rather than up
the gradient to the rear metal contact. Electron — hole recombination at
the rear contact is therefore reduced.

Similar diode-like layers, shown here as an n on p cell, may be added
to the front surface (e.g. n* on n) to produce the same benefit to reduce
the recombination of minority carriers, providing that optical absorption is
not significant; this effect is called passification. Under the front surface
metal contacts, even more strongly doped regions (e.g. n**) reduce
recombination and reduce contact resistance.

§5.4.7 Voltage factor F, (loss ~20%)

Each absorbed photon produces electron — hole pairs with
an electric potential difference of Eg/e (L1'Vin Si). However, only part (V)
of this potential is available for the EMF of an external circuit. This is
made clear in, where the displacement of the bands across the
junction in an open circuit produces the band potential V. The voltage
factor is F, = eVB/Eg. For Si, F, ranges from ~0.6 (for 0.01 £2m material)
to ~0.5 (for 0.1 2m material), so in Si V; = 0.66 V to 0.55 V. In GaAs,
F,is ~0.8.

The ‘missing’ EMF (¢, + ¢,) in occurs because in an open
circuit the Fermi level across the junction equates at the dopant n and
p levels, and not at the displaced conduction-to-valence band levels.
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Energy levels in a cell with ‘back surface field’ (BSF) indicated as p* at the rear metal
contact. This extra layer lessens diffusion leakage of electron current carriers at the rear
of cells, shown here as an ‘'n on p’ cell.

Increased dopant concentration increases £, (0.01 2m Si has greater
Vg and V__than 0.1 2m Si), but other effects limit the maximum dopant
concentrations in Si to ~10%2 m= of 0.0l 2m materials.

When producing current on load, the movement of carriers under
forward bias produces heat as resistive internal impedance heating. This
may be included as voltage factor loss, as ideality factor loss (85.4.9) or, as
here, by series resistance heating (85.4.10).

85.4.8 Fill factor (curve factor) F_(intrinsic loss ~12%)

The maximum power produced by a cell is not the product /_ V_ but the
smaller amount P__ at the maximum power point. This is because the
-V characteristic is strongly influenced by the p—n diode biasing charac-
teristic .

Thus as the solar cell output voltage is raised towards V__ the diode
becomes increasingly forward biased, so increasing the internal recom-
bination current / across the junction. This necessary behavior is treated

as a fundamental loss in the system, measured by the fill factor:

F=P_/U.V) (6.7)

max sc oc

The maximum value of Fin Siis 0.88.

§5.4.9 Ideality factor A (loss ~5%)

In practice the cell characteristic does not exactly follow|equation (R4.23)|,
derived from diode properties, and is better represented by (R4.2.4):

[=1,—l,lexpleV/AKT) =] (5.8)

where here /, and therefore /, is considered positive for the PV cell.
The ideality factor A (>2 for many commercial cells) allows for the
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electron-hole recombination loss in the junction. This effect also tends
to change V_and 7, so in general optimum output would only occur if
A=1.

Unwanted electron-hole recombination has already been mentioned for
back surface field (85.4.6). Within the cell, recombination is lessened if:

1 Diffusion paths are long (in Si from ~50 to ~100 um). This requires
long minority carrier lifetimes (in Si up to 100 us).

2 The junction is near the top surface (within 0.15 um, rather than 0.35
um as in normal Si cells).

3 The material has few defects other than the dopant.

Surface recombination effects are influential owing to defects and imper-
fections introduced at crystal slicing or at material deposition.

85.4.10 Series resistance (loss ~0.3%)

The solar cell current passes through the bulk material to front and rear
contacts. The rear contact area can cover the whole cell and its con-
tribution to series ‘ohmic’ resistance is very small. However, the top
surface should be exposed to the maximum amount of light with the
top contact area minimized, thus causing relatively long current path
lengths with significant series resistance. Improvements have been
made to the front contacts (e.g. by having narrow laser-cut channels
within which contacts may be formed), and by arranging the contact
layout to minimize resistance to ~0.1 Qin a cell resistance of ~20 Q at
peak power.

85.4.11 Shunt resistance (negligible loss ~0.1%)

Shunt resistance in parallel with the bulk resistance is caused by struc-
tural defects across the surface and at the edge of the cell. Improved
technology has reduced these to a negligible effect, so shunt resistance
may be considered infinite in single-crystal Si cells. This may not be so in
polycrystalline cells, however.

85.4.12 Delivered power

For ‘high-efficiency’ crystalline Si cells, after the losses listed in the
above sections,[Tahle 51 estimates the percentage power as 25% of
the incident insolation. This assumes optimum load matching at full
insolation, without overheating, to produce peak power on the -V char-
acteristic. Note that the losses relating to the intrinsic mismatch of solar
radiation with the single band gap set a theoretical limit for the efficiency
of even a ‘perfect’ Si cell of about (100 — 33)% x (100 — 23)% = 50%.
Therefore, one obvious way to increase efficiency is to have multilayer
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cells, with each layer matched to a different region of the solar spec-
trum, as in 85.6.2.

§5.5 SOLAR CELL AND MODULE MANUFACTURE

The majority of solar cells manufactured worldwide is with silicon cells,
so we first outline the construction of standard single-crystal Si cells and
their fabrication into modules. There are many variations, and commer-
cial competition produces the continued improvement of cell type and

of manufacturing methods. A general design of Si cells is shown_in Fig
5.11], with schematics of module and array assemblies shown in|Fig. 5.9.

85.5.1 General design criteria

1

2

Initial materials must be of excellent chemical purity with consistent
properties.

The cell design should improve the efficiency of electricity generation.
Cells are mass produced with minimum cost; so in practice they
must be thinner (less material) and of larger area (fewer connections
and less empty module area), with rapid manufacturing speed (more
manufacture per unit of labor and overheads) using ‘robotic’ control
of the processes and excellent precision (high-efficiency cells), i.e.
thinner, larger, faster, cheaper.

Tested and graded cells are interconnected and then encapsulated as
modules.

The design must allow for some faults to occur without failure of the
complete system. Thus redundant electrical contacts are useful and
modules may be connected in parallel strings so that if one string fails,
there is still generation.

Modules are usually guaranteed for at least 20 years. The design
caters for the potential damage from transportation and on-site build-
ing construction, and from exposure in hostile environments with sig-
nificant changes of temperature (even without solar concentration,
the cell temperature may range between =30 and +100°C). Electrical
contacts must survive and all forms of corrosion avoided, in particular
water must not enter the module.

gives a more detailed outline of the production process.

BOX 5.3 MANUFACTURE OF SILICON CRYSTALLINE CELLS AND MODULES

Step 1: Raw materials to polycrystalline ingots

‘Pure’ SiO, sand is reduced to metallurgical grade Si (~98.5% purity, i.e. <1.5% impurity) in coke (carbon)
furnaces, and then purified further into either expensive electronic-grade Si (<10~ % impurity) or cheaper
solar-grade Si (<102% impurity). Waste electronic-grade Si is used for PV manufacture, but limited
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availability has led to the solar industry producing its own base material as large polycrystalline ingots (e.g.
of ~T mx 1 mx0.5mdimensions ). Having obtained the pure material, the molten ingots may

have measured small amounts of trivalent (e.g. boron) or pentavalent (e.g. phosphorus) elements added to
make respectively p- or n-type base material.

Step 2: Crystal growth

Within polycrystalline Si are small single crystals of mm size. These may be removed to become ‘seed
crystals’ to form larger crystals. The standard method is the Czochralski method, but other methods are
also used.

a Czochralski technique for large single crystals. The small seed crystal is fixed to the bottom end of
a removable rod and dipped into molten electronics- or solar-grade material)). Dopant is
added to the melt if not present previously. Slowly the crystal is mechanically pulled upward out of the
melt, now with a large cylindrical crystal (to ~15 cm diameter) growing from the seed. This crystal is
then cut either into (i) thin wafers that are used directly to make individual PV cells, or (ii) multiple seed
crystals for parallel production of large single crystals within metre-scale molten ingots.

b Zone refining. Polycrystalline material is formed as a rod. A molten zone is passed along the rod
by heating with a radio frequency coil or with lasers ). This process both purifies the
material and forms a single crystal, which may be used as a seed crystal or sliced for cells as for other
techniques.

¢ Ribbon growth This method avoids slicing and the consequent wastes by growing a continuous thin
strip of single crystal up to 10 cm wide and 300 um thick, as shown in Fig. 5.16(c).
Step 3: Crystal ingots cut into wafers

The ingots are sliced into ~300 pym-thick wafers by one or more operations with highly accurate diamond
saws. Perhaps ~40% of crystalline material may be lost during this process, which represents a serious
loss.

T Slowly rotating clamp
(a) pulled upwards

Original seed crystal (c) T =—Single-crystal ribbon

Edge defining plates
Large single —
crystal |
! Molten si ! g
Molten Si
(b)

T Single crystal
Radio frequency
— Molten zone

T Polycrystalline

Some crystal growth methods:

a Czochralski;

b zone recrystallization or laser heating;
¢ ribbon.
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(a)
Wafer Production Process

High purity silicon

&Brick slicing

@ -
N

spection

N\

(b)

EVA

Tedlar

Stages in the manufacture of solar modules.

a Wafer production from large ingots in continuous factory production. After
automated joining of the cells, modules are commonly carefully hand-assembled.

b Structure of a PV module, showing the cells encapsulated within layers of ethylene
vinyl acetate (EVA), with outer top glazing and rear structural support. The edge

bonding or framework (not shown) is guaranteed to prevent moisture, vapor and
gaseous entry for at least 20 years in all climates.
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Step 4: Slice treatment and doping

The 200 um- to 400 um-thick wafers are then chemically etched. A very thin layer of n-type material is
formed by diffusion of donors (e.g. phosphorus) into the top surface. One method is to heat the slices to
1000°C in a vacuum chamber, into which is passed P,O,, but more often the slices are heated in nitrogen
with the addition of POCI,. Photolithographic methods may be used to form the grid of electrical contacts.
First, Ti may be deposited to form a low resistance contact with the Si; second, a very thin Pd layer to
prevent chemical reaction of Ti with Ag; and third, the final Ag deposit for the current-carrying grid. Other
methods depend on screen printing and electroplating.

Antireflection layers are carefully deposited by vacuum technigues or the similar properties of textured
surfaces are produced merely by chemical etching. The rear surface may be diffused with Al to make a
back surface field of p* on p (see 85.4.6). Onto this is laid the rear electrical metal contact as a relatively

thick overall layer.

Step 5: Modules and arrays

The individual cells, of size ~ (10 cm x 10 cm), are then connected and fitted into modules .
Traditionally, most modules had about 36 cells in series to provide an over-voltage to charge nominally
12 V batteries. But many later types of module have greater numbers of cells in series for larger voltages
more compatible with efficient inverters for AC grid-connected systems.

The cells are sandwiched in an inert filler between a clear front cover, usually ultraviolet resistant plastic,
and a backing plate (Fig 5.17(b)). The encapsulation within a frame must be watertight under all conditions,
including thermal stress. The rear plate must be strong and yet have a small thermal resistance for
cooling. The front plate is usually toughened (tempered) iron-free glass of excellent transmittance. Usually
modules produce DC power, but some manufacturers may include grid-tie mini-inverters within each
module for immediate connection within a mains voltage network.

§5.6 TYPES AND ADAPTATIONS OF PHOTOVOLTAICS

Although the flat-plate Si solar cell has been the dominant commercial
product, there is a great variety of alternative types and constructions.
These seek to improve efficiency and/or to decrease the cost of the
power produced by reducing capital cost. This section summarizes a
complex and continually changing scene.

A useful way to classify the various types of cell is into first, second
and third generations ). ‘First generation’ cells are those based
on crystalline Si single-junction cells, as described in 85.4 and §5.5; these
dominate current installations. Manufacturing costs below US$1/watt
are feasible by reducing per unit manufacturing cost with larger scale
production and improving efficiency towards the single-junction ultimate
limit of about 31%. This limit (outlined in Box 5.4, §5.4.2) depends on the
semiconductor material and its band gap, and is named the Shockley-
Queisser limit (see also §R4.3).

‘Second generation’ cells use thin film cell technology for single-junction
cells based on depositing thin layers of the photoactive material onto
supporting substrates, or superstrates, which are usually sheets of
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US$0.10/wW Us$0.20/W USS0.50/W
100 == o P
Thermodynamic
limit
=
=
2
,g -~ US$1.00/W
=
W Present limit
1US$E3.50/W
400 500
Module Cost, US$/m?2
Projected costs and efficiencies of three generations of solar cell: (I) ‘First generation’ —
single-junction cells of crystalline Si. (II) ‘Second generation’ — thin film single-junction
cells of Si or other semiconductors. (Ill) ‘Third generation’ cells with greater efficiency

(e.g. using ‘stacks’ of several different semiconductors).

glass. This method uses much less of the most expensive material
(the semiconductor), so, despite cells having limited efficiency, thin film
cells and modules are cheaper per unit of capacity ($/Watt), as indicated in
. The semiconductor can be amorphous Si or one of the other
materials listed in and discussed later in this section.

‘Third generation’ cells are not limited to single-junction operation;
for instance, they include multijunction/heterojunction tandem cells
designed to absorb a wider range of the solar spectrum than single-
junction cells and so have the potential for efficiency >30% without solar
concentration, and >40% with concentration (see 85.6.2). Assuming
thin film technology with manufacturing costs per unit area similar to
second generation cells, but having greater efficiency, the projected
costs decrease further ). Concepts for other third generation
cells include intermediate band cells, multi-exciton generation cells and
hot carrier cells; these subjects are discussed in specialist publications.

lists both variations in Si solar cells and some of the other
types described in this section, along with some of their key parameters
and efficiencies achieved.

85.6.1 Variations in Si material

1 Single crystal. The cells described thus far assume single-crystal
(homogenous) base material produced by the methods shown in §5.5,
especially scaled-up Czochraski processes. Offcuts of best-grade Si
microelectronics material are available relatively cheaply, but the
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quantities are insufficient for the modern PV industry, which increas-
ingly produces its own base material. The latter need to be less pure
than for microelectronics and may be cut from metre-scale ingots with
multi-seeded segments from which both single and polycrystalline
wafers may be obtained.

2 Mixed crystalline (irregular juxtaposition of single-crystal ‘grains’ within
a solid). The PV industry uses a range of Si material, described by
increasing crystal grain size as: microcrystalline <~1 mm, polycrys-
talline <~1 mm, multicrystalline <~3 cm, and single crystal of one
large grain. However, commonly the word ‘polycrystalline’ includes
all forms other than single crystalline. Such polycrystalline material is
cheaper and easier to obtain than single crystals and is not necessarily
structurally weak. However, photovoltaic currents are reduced when
electron-hole pairs recombine internally at the grain boundaries, so
reducing overall efficiency. By having the typical grain size dimension
at least equal to the thickness of cell, it becomes unlikely that the
current crosses a grain boundary, so there is little loss of efficiency.
Therefore thinner cells are cheaper by having less material and may be
designed for improved efficiency.

Note that controlled crystal growth at micron (um) scale is an aspect
of nanotechnology, so such microcrystalline cells may be called
nanocrystalline.

3 Amorphous. Amorphous materials are solids with short-range order of
only a relatively few atoms and therefore are not crystalline (e.g. solid
glass). Amorphous silicon (e~Si) can be produced by thin film deposi-
tion with Si vapor deposition techniques and retains its basic tetra-
hedral semiconductor properties; in particular n- and p-type dopants
allow photovoltaic junctions to be formed as in crystalline material.
However, the amorphous structure produces a very large proportion
of unattached ‘dangling’ chemical bonds that trap electron and hole
current carriers, thereby drastically reducing photovoltaic efficiency.
To counteract this, the amorphous material is initially formed in an
atmosphere of silane (SiH,) so that hydrogen atoms bond chemically
at the previously unattached sites, thus greatly reducing the number of
electron-hole traps. Amorphous Si is used in thin film solar cells of low
cost with total thickness of semiconductor about 1 ym (i.e. ~1/100 of
the thickness of a conventional single-crystal cell). The band gap of oSi
is 1.7 eV, as compared with crystalline Si of 1.1 eV, which is a better
fit to the solar spectrum (se). Development with multiple
junctions within that 1 pum has increased efficiency to about 10%.
A practical difficulty may be reduced efficiency with age, especially in
the first few years of operation. An advantage is that the output of o-Si
cells does not change significantly with an increase of temperature.
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85.6.2 Variations in junction geometry

(a) Single-junction (homojunction)

If the base semiconductor material remains the same across the p-n
junction, and the only changes are in type or concentration of dopant, it is
a homojunction. The Si cells thus far discussed are such single junctions.
The band gap is constant across the junction .

(b) Heterojunction (multilayer, tandem, etc.)

If the base material changes with depth, for instance, by growing layers
of a crystalline semiconductor on a different crystalline semiconduc-
tor, the band gap of the junction changes with depth (e.g. as shown in
).The advantage is that photon absorption at the band gap is at
two or more frequencies. This increases the total proportion of photons
that may be absorbed, and so decreases the excess photon energy loss
(hv - Eg). Normally the wider band gap material is on the top surface, so
the less energetic (unabsorbed) photons continue for absorption in the
narrower band gap material. Multilayer cells are one type of ‘third genera-
tion cells’.

Alternatively a continuously decreasing band gap with depth (the
graded band gap cell) is possible, but difficult to manufacture (e.g.
Ga,_, Al As, where x changes with depth from 1.0 (with Eg =2.2¢eV),
to 0.0 (with £, = 1.4 eV). For this material, the short-circuit current is

(a) Homojunction

Contact P n Contact

Contact p n Contact

Fig. 5.19

Energy levels of various solar cell junction types: (a) Homojunction: base material and
band gap constant across junction. (b) Heterojunction: base material and band gap change
across junction.
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Anti-reflection

<

InGaP | - Top cell
1.9eV

 Tunnel junction
f:/:\? 15 — Middle cell

Tunnel junction

GalnNAs
1.0 eV
GaAs substrate

Bottom cell

Contact

The SJ3 NREL/solar junction multilayer cell has three semiconductor layers with
successively smaller band gap (InGaP 1.9 eV, GaAs 1.4 eV, GalnNAs 1.0 eV). It has an
efficiency of 43.8% at 418 sun-concentrated insolation.

relatively large because photons are absorbed efficiently, but the open-
circuit voltage is relatively small due to the lowest-depth small band gap.

(c) Thin cells (or thin film cells)

This is a generalized term for cells ~20 um thick, rather than the ~200
um thickness of standard Si crystal cells. Examples of thin film cells are
amorphous Si and CIGS (see §5.6.3). Usually the thin film of active mate-
rial is deposited on a substrate of glass or other material to give mechani-
cal support. In practice multilayer cells are usually thin, with significantly
reduced quantities of expensive material.

(d) Direct and indirect band gap

Semiconductors behave internally in different ways. In particular indirect
band gap material (e.g. Si) has a smaller extinction (optical absorption)
coefficient than direct band gap material (e.g. GaAs), so requiring thicker
cells (see 8R4.2 and device texts for further explanation).

85.6.3 Other substrate materials; chemical groups IlI/V
and lI/VI

Silicon is an element of Group IV of the Periodic Table, signifying that
each atom has four electrons in its outer shell. In general, atoms form
a stable outer shell of eight electrons by sharing electrons — bonding —
with other atoms. Covalent bonding with four nearest neighbor atoms
in a tetrahedral configuration forms such cooperative stable outer
shells in silicon, germanium (which is also a semiconductor), and
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carbon (diamond). A further consequence is that Si forms tetrahedral
crystals in a body-centered cubic lattice, with each atom in the center
of a cube having four nearest neighbors (see. This tetrahe-
dral structure also occurs in certain two-element (binary) materials of
Groups Il and V (e.g. gallium arsenide GaAs) and of Groups Il and VI
(e.g. cadmium telluride CdTe), and in three-element (ternary) materi-
als (e.g. of Groups (I/lIN/VI, such as CulnSe,) where covalent bonding
also enables eight shared electrons in outer shells. More complex but
‘adjustable’ compound materials used as photovoltaic materials are
Gan, As P,  and Culn Ga,_Se, (CIGS), where xand y range between
one and zero.

All these compounds are also semiconductors, with a crystal struc-
ture and electronic band structure comparable with Si (see §R4.4). Such
‘look-alike” tetrahedral compound semiconductors may be ‘tailored’ for
desired band structure properties using available and acceptable ele-
ments (see for examples).

BOX 5.4 AN EXAMPLE OF A SOPHISTICATED Si SOLAR CELL

finger ‘inverted’ pyramids

silicon

rear contact oxide

PERL cell (passivated emitter, rear locally diffused).

This type of cell, developed at the University of New South Wales, is one of the most efficient using
crystalline Si, with an efficiency of 24%. Cells of this and similar structure have been made in semi-
commercial quantities for specialized applications. Its intricate structure illustrates the complexity and
indicates the cost of achieving such high efficiency. It features detailed attention to maximizing the
absorption of light by careful manufacture of a textured top surface in the form of inverted pyramids with
width ~10 ym. The oxide layer at the rear reflects most of the remaining unabsorbed light back into the
cell, thus further increasing the absorption, as does an anti-reflection coating (see §5.4.2). In addition, the
oxide layers at top and bottom ‘passivate’ the carriers, i.e. reduce recombination rates at these surfaces
with minimal doping. Electrical contacts use the laser grove technique, which increase the contact area,
for low resistance, but do not reduce the aperture’s top area.
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85.6.4 Other semiconductor mechanisms, classifications
and terminologies

So far we have considered PV generation from semiconductors with
tetrahedral structure (e.g. Si and GaAs), because these are the most
common PV materials. However, there are other systems and configura-
tions. Examples are as follows.

(a) ‘PV thermal’ collectors

This name is used for constructions that combine PV electricity gen-
eration with heat production (e.g. hot water). The supposed advantages
include: (i) the PV efficiency is increased if the PV material is cooled; (ii)
better use is made of the collection area; and (iii) construction and instal-
lation costs are less than for equivalent separated systems. However,
despite these advantages, mixed systems of this sort are unusual. In
practice, the well-established KISS principle operates (‘keep it simple
stupid’).

(b) Organic photovoltaics (OPV)s

It is common for light to be absorbed in certain organic compounds so
producing separated electrons and holes as excited states of the molecu-
lar structure, but paired close enough to form a bound state as ‘exci-
tons’. The molecular structure often has a dimension of a relatively few
repeated molecules, i.e. of an oligomer as opposed to a polymer. Such
processes and oligomers are the basis of photosynthesis . The
essence of an OPV device is to allow the electron and hole of the exciton
to be separated and pass to an external circuit. This requires two layers of
different conducting materials that have an intrinsic electric field between
them, i.e. a voltage. An early example is a layer of indium tin oxide and a
layer of low work-function metal (e.g. Al), with organic material between
these layers (e.g. the macromolecular dye compound phthalocyanine).
The extensive knowledge of organic chemistry and the possible cheap-
ness of organic materials make developments in this area of great inter-
est. Efficiencies of 10% have been achieved (Green et al. 2012).

(c) Quantum-dot devices

Quantum dots are semiconductor nanocrystals (e.g. Si, of diameter about
5 um (5 x 108 m). Absorbed solar photons create one or more electron —
hole pairs (‘excitons’) in the nanocrystal that are ‘quantum confined’ and
only able to recombine with the emission of photons of wavelength
defined by the nanocrystal dimension. Hence quantum dots of the same
size all luminesce at the same frequency. Luminescence occurs when
solar photons are absorbed, leading to the emission of one or more
photons with less quantized energy at longer wavelength. By contain-
ing the luminescent material in a thin glass ‘tank’, most of the emitted
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photons may be internally reflected onto an end wall covered by a PV
cell. The system therefore becomes a static photovoltaic concentrator
of both direct and diffuse insolation. The device efficiency is potentially
greater than homojunction semiconductors (e.g. a single Si layer), with
the possibility of increased electrical output per unit area of collector and
of cheaper cost per unit of electrical energy produced.

(d) Dye-sensitive cells (photoelectrochemical Gratzel cells)

This form of solar cell resembles photosynthesis in its operation. Rather
than the sunlight being absorbed in a semiconductor, the cell absorbs
light in dye molecules containing ruthenium ions. Dyes are distinctive in
absorbing light at discrete wavelengths. Such dye molecules are coated
onto the whole outside surfaces of nanocrystals of a wide band gap
semiconductor, commonly TiO,, as shown in. The mechanism
of photon absorption and subsequent electron ‘exciton’ transfer to a
‘processing center’ resembles the photosynthetic process (se
éand). Light photon absorption through the sun-facing surface
of transparent conductive oxide (TCO) excites electrons in the dye to an
energy where they are injected into the conduction band of the adjacent

glass TCO coating

N

Pt —
dye on TiO,
d K nanocrystal
TCO-coating \
glass
light

A dye-sensitive solar cell. The dye covers the surfaces of the TiO, nanocrystals. TCO:
transparent conductive oxide.
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n-type TiO, and thence to the front surface and the external circuit. The
electron current passes through the external load to the back electrode,
where it reduces tri-iodide to iodide, which then diffuses through the
electrolyte to reduce the photo-oxidized dye molecules back to their
original state. Efficiencies of 11% have been achieved in the labora-
tory (Green et al. 2012). Such technologies, but using infrared absorbing
dyes, have the potential to produce ‘visually transparent” modules which
would be of great commercial interest as electricity-generating windows
in buildings. Similar processes based on liquids give the prospect of
large-scale and relatively cheap mass production.

(e) Intermediate transitions (phosphors)

In principle, the front surface of a photovoltaic cell could be coated with
a fluorescent or phosphorescent layer to absorb photons of energy sig-
nificantly greater than the band gap (hv, >> Eg). However, the emitted
photons would still have to be actively absorbed (hv, < Eg). Thus the
excess energy of the original photons (hv, — hv,) would be dissipated in
the surface, hopefully with less temperature increase of the cell. Other,
similar ideas have been considered either to release two active photons
from each original photon, or to absorb two inactive photons (hv < Eg) to
produce one active photon in a manner reminiscent of photosynthesis.

(f) Vertical multijunction cells (VMJs)

Cells are formed so that light enters at the edges [Fig. 5.23):

i Series linked. About 100 similar p—n junctions are made in a pile
. Light is incident on the edges, so the relatively large
output potential (~50 V) is the sum of the many junctions in series.
The current is related to the insolation on only the edge areas, and so
is not large.

ii  Parallel linked. This is a form of grating cell, usually made with the
aim of absorbing photons more efficiently in the region of the junction

[Fig. 5.23(b).

(a) (b)

I ~—fp[nfp|nfp[nfp|nfp|n = P
300 um

Metal contacts E
Metal ohmic
contactto n

Metal contact to p

Vertical multi-junction cells (VMJs): (a) series linked; (b) parallel linked.
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(g) Thermo-photovoltaics

These devices produce electricity after the absorption of longwave infra-
red radiation as from sources at, say, about 1000°C. Small band gap
semiconductors are used (e.g. GaSb with 0.7 eV band gap), which are
mostly under laboratory development. Possible uses include generating
electricity from otherwise waste heat (e.g. at metal foundries). Another
option is to concentrate solar radiation onto a black absorbing surface,
which then re-radiates to a thermo-photovoltaic device. Effectively the
peak frequency of the concentrated solar radiation is shifted into the
infrared to obtain a better match with a small band gap photovoltaic
cell.

(h) Nanotechnology

As with solid-state electronic devices, PV processes depend on atomic
and molecular scale processes, at a corresponding scale of about 1 to
100 nanometers (10~ to 10~ m) . Materials can be ‘seen’ at this scale
by electron microscopes; in particular surfaces and surface layers can be
investigated at atomic scale using a range of scanning electron micro-
scopes. Such tools have facilitated very precise ‘engineering’ of PV
devices (e.g. deposition of semiconductor layers and contacts at near
atomic scale as anti-reflection surface layers). Manufacturing processes
at such precision can be operated for accurate replicated production of
millions of products (i.e. large-scale manufacture of nano-scale devices).

(i) Water splitting for hydrogen and oxygen production

Active research in photoelectrochemistry seeks to use solar irradiation
to produce commercial hydrogen from direct ‘water-splitting’ processes.
An example is a joint nanoscale structure of hematite (Fe,O,) with a
dye-sensitive photovoltaic layer attached (a ‘hematite photoelectrode’),
which in effect produces sufficient voltage to electrolyze water within
the ‘tandem’ structure.

§5.6.6 Variation in system arrangement

(a) Concentrators (see and $4.8)

The benefits of concentrating solar radiation onto photovoltaic cells are:
(i) fewer cells are needed, hence reducing costs per unit of power gen-
erated; (ii) hence the cells that are used can be the best available (likely
to be multilayer cells with perhaps 40% efficiency); (iii) less site area
is needed; (iv) total frameworks and construction costs may reduce.
Disadvantages are: (i) long periods of clear sky are essential; (i) to follow
the Sun, the concentrator is expensive and requires maintenance; (iii)
cell efficiency is reduced at increased temperature, so active or passive
cooling is needed (however, the heat removed in active cooling may be
useful).
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Some concentrator systems. Beware: grossly unequal illumination of cells or modules
can cause cell damage: (a) Compound parabolic concentrator: may be constructed as a
solid block of transparent plastic. (b) Side reflectors. (c) Fresnel lens. (d) Quantum-dot
assembly, showing the quantum-dot nanocrystals embedded in a transparent medium;
the top cover transmits insolation and the sidewalls internally reflect the secondary
luminescent radiation onto the end-wall PV cell; the concentration ratio is the ratio of the
top surface area to the surface area of the PV cell.

The concentration ratio X is the ratio of the concentrator input aper-
ture to the surface area of the cell; actual concentration is usually about
90% of this. Systems having X < 5 do not usually track the Sun through
the day, but may be readjusted monthly; they absorb direct and some
diffuse radiation. With X' > 5, Sun tracking is usual, but only sensible in
regions with a large proportion (>70%) of direct radiation. Concentrators
are based on lenses (usually Fresnel flat-plane lenses), mirrors and, occa-
sionally, other methods (e.g. internal reﬂection:.

With concentrated insolation the PV cell is small compared with the
concentrating structure; therefore it is best to use the most efficient,
and therefore expensive cells (see . The impression that the
use of concentrated insolation improves efficiency per se is somewhat
false, since the expensive cells used are equally efficient in ‘ordinary’
insolation.

(b) Spectral splitting

Separate solar cells with increasing band gap may be laid along a solar
spectrum (say, from a prism, and ranging from infrared to ultraviolet)
to obtain improved frequency matching. As with multilayer cells, the
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Table 5.3] Performance of selected solar cells under concentrated ‘sunshine’ (as measured in

solar simulators).

Material Type Intensity (‘suns’) Efficiency
Si single crystal 92 28%
GaAs thin film 117 29%
GalnP/GaAs/GalnNAs multi-junction 418 43%

Source: Data collected by Green et al. (2012)

dominant losses from the mismatch of photon energy and band gap in a
single junction cell can therefore be greatly decreased. Spectral splitting
may also include concentrators. Final efficiencies of ~40% have been
obtained in trial systems.

§5.7 SOCIAL, ECONOMIC AND ENVIRONMENTAL
ASPECTS

85.7.1 Prices

The technology and commercial application of photovoltaic power
increased rapidly from the 1980s when ex-factory costs were initially
~$US40/W but by 2013 had reduced to ~$US1/W. Both the reduction in
costs and the growth of installed capacity worldwide are dramatic

and); these_two effects are closely linked, being examples of

‘learning curves' (cf., §17.8, which shows these two quanti-
ties plotted against each other). By 2013, the cost per unit of electricity
generated reached grid parity in some regions, i.e. the cost for an elec-
tricity user to self-generate equaled the price to import utility power (such
calculations depend on the value of money, the lifetime of the installa-
tion, and the time of day, which affects the utility price; see §17.6).
Associated factors include: (i) the continuing efficiency improvement in
the technology and manufacture; (ii) public acceptance; and (iii) minimal
environmental impact. Of particular importance has been the strong
demand for PV installations in countries with ‘institutional support mecha-
nisms’, such as feed-in tariffs (e.g. Germany). These market mechanisms
relate to policies to abate climate change emissions from fossil fuels
and to increase energy security (se). The resulting demand
encouraged manufacturers to scale up their production, which in turn
made the PV systems cheaper — including for users in other countries —
and therefore encouraged further sales in an ongoing positive feed-
back loop. The slight increase in module price around 2006 to 2007 was
because the supply of Si for solar cells could not keep up with the growth
in demand before new Si foundries were opened in response. Industry
observers expect module prices to continue to decrease, though with
occasional ‘hiccups’ like that in 2006 to 2007 (EPIA 2012; IRENA 2012).
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Cost reductions of PV in application. Curves at the top are for the total cost of an installed
grid-connected system. The curve at the bottom is the ex-factory price of modules (in
bulk). The difference is the cost of balance of system components and installation. Note:
Price for PV system per watt capacity decreased to ~50% over 13 years, driven by an
even greater price decrease for modules.

Source: Data from D. Feldman et al., Photovoltaic Pricing Trends: Historical, Recent, and Near-Term
Projections, National Renewable Energy Laboratory, USA (June 2013).

The costs in are expressed as US dollars per peak watt
($US/Wp). This is a standard measure of cost relating to output under
light of radiant flux density 1000 W/m? with a standard spectral distribu-
tion (corresponding to the Sun at 48 degrees from vertical, i.e. AM1.5)
and with the panel temperature fixed at 25°C. However, a fully illumi-
nated panel rated at (say) 80 Wp will probably produce less than 80 W
because (i) the irradiance is less than 1000 W/m?, and/or (ii) the operat-
ing temperature is more than 25°C. The capital cost per peak watt of
installed systems is two to three times more than the ex-factory cost of
modules owing to ‘balance of system costs’ for other components and
installation.

Usually as important as capital cost per Wp of a new system is the
cost per kWh of electricity produced, e.g. at an unshaded fixed location
in California an array rated at 1 kWp may produce 1800 kWh/y, yet in the
UK this output may require a rated power of 2 kWp.

85.7.2 Grid-connected systems

The major growth in demand for PV has been for grid-connected systems,
which increased from <30% of the global total installed capacity in 1995
to ~97% in 2012 (REN21 2012; IEA-PVPS 2013). For instance, the sun-
facing roof area of the majority of suburban houses in Europe, when
mostly covered in grid-connected photovoltaics, generates annually an
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amount of electricity equal to 50 to 100% of the household’s electricity
demand. Such householders use their own microgenerated electricity
in the daytime, while selling any excess to the grid utility, then at night
they buy imported power. The grid thus acts as their ‘virtual storage’.
Because household electricity use is erratic and insolation varies, a rule-
of-thumb is that 50% of microgenerated power is used in the building
and 50% is exported to the grid. The same principle applies to busi-
ness and commercial buildings; however, if loads are large and continu-
ous, a much greater proportion of the microgenerated power is used on
site. Government institutional support mechanisms help microgenera-
tors establish cost-effective systems by one or more of: (a) mandating
utilities to pay for microgenerated electricity at preferential rates (feed-in
tariffs and legal obligations); (b) subsidizing the initial capital cost of the
solar array; and (c) establishing payments for carbon-abatement ‘credits’
obtained in proportion to the renewable energy generated. The modular
nature of PV generation and the lightweight of the static modules make
such distributed (embedded) generation relatively easy to install, either
on new-build and established buildings, or on independent structures.

The economics and ease of construction are improved by the devel-
opment of ‘structural’ PV panels incorporated within the outer fabric of
buildings and roofs, with their installed cost reduced by savings on con-
ventional materials. It is reasonable to expect that within a few decades
PV will become as incorporated into standard roof structures as glass is
into windows now.

85.7.3 Stand-alone systems

Stand-alone systems which depend on storage batteries are typically
twice as expensive per unit capacity as grid-connected systems, owing
to the added cost of the batteries. For stand-alone applications, the most
important measure is the relative cost of service delivered at a particular
site (e.g. comparing a PV-powered light of a certain light intensity with
a kerosene-fueled light of similar intensity). Regarding the efficiency-of-
use of the solar electricity, there is a trade-off between system compo-
nents (e.g. better energy-efficient appliances require smaller panels and
less balance of system cost), so investing in energy efficiency nearly

always gives long-term reductions in lifetime expenditure, as empha-
sized in[Chapter 14.

§5.7.4 PV for rural electrification, especially in developing
countries

PV use and demand have continued for off-grid rural electrification — vital
for social and economic development, particularly in the rural areas of
developing countries, where billions of people live without access to grid
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A progression of solar lighting kits. The systems with more efficient lights (LEDs)
shown in (a) and (b) are much cheaper than those with CFLs shown in (c), which were
usual until recently.

a A basic ‘solar lantern’, with cell rated at 0.3 Wp.

b An 11 W system with 4 LED lamps. Each lamp has a nominal efficiency of 23%
(cf ~5to 10% for CFLs) and has a 60 kJ Li-ion battery built into it, and an adjustable
brightness setting which allows it to run for up to 12 hours. ‘Bayonet’ connectors
allow easy installation.

¢ Solar home system as widely installed in developing countries, costing ~US$1000
in 2013.

electricity (see 817.2.2). Before the advent of solar PV/battery power,
such people usually relied on kerosene lamps and candles for lighting
and expensive dry-cell batteries for radio and mobile phones, or for larger
loads on diesel generators.

In rural areas the retail price of kerosene and similar fuels, as used
for lighting, is usually at least double the city price and availability can
be erratic. This presents an opportunity for solar electricity systems and
batteries to provide light. Tube and compact fluorescent lights (CFLs)
were widely used as they were about five times more efficient than
incandescent lamps, Such installations, with three or four CFLs, and
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usually also powering chargers for radios and mobile phones, are called
solar home systems (se). Typically they cost ~US$1000
installed. Since about 2008, LED lamps have become widely available,
producing the same amount of usable light (lumens) for one-third of the
electricity (kWh), so that an equivalent system can use much smaller
PV panels for the same output of Iight). Coupled with the
decrease in module prices this has substantially reduced the cost of
a solar home system to US$300, which is more easily financed. Such
systems of <10 Wp are called Solar Pico Systems. They include port-
able solar lanterns , which have the electronics and a Li-ion
battery built in and cost only ~US$10 to US$40 depending on quality
and light output, which makes them accessible even to the very poor;
by 2013, about 0.5 million LED lanterns had been sold in Africa. As with
all technology, increased markets allow improved technical support and
hence more sustainable systems (IEA-PVPS 2013).

The key challenges in making such systems sustainable are no longer
technical, but institutional and financial. Appropriate solutions to these
non-technical challenges depend on local culture and social factors (e.g.
whether people operate as individuals or cooperatively in a community,
the extent of education and practical aptitude (including for maintenance),
cash income, and the ease of transport for suppliers) (Chaurey and Kanpal
2010). Sometimes where a community has a cooperative infrastructure
and culture, a centralized 'microgeneration” mini-grid system serves a
whole village.

Often with support from multilateral banks and bilateral aid donors,
many million solar home systems (SHS) have been installed worldwide,
especially in Africa, the Far East and South America, together with market
structures for further dissemination. Several developing countries have
innovative business models for PV microgeneration based on ‘fee for
service', ‘pay as you go' or ‘prepaid metering’ to improve affordabil-
ity. The Government of China distributed about 400,000 SHS between
2005 and 2011, complementing its 2800 MW of grid-connected PV. In a
similar period, about 1.3 million SHS were distributed in Bangladesh by
30 partner organizations, with finance from the World Bank and other
agencies (REN21 2012).

In richer countries, solar home systems are used at remote farm-
steads, etc., too far from the grid to warrant connection; such systems
usually have larger installed capacity (>5 kW) for more electrical appli-
ances than are affordable in poorer countries.

As markets for small-scale renewables increase, the differences
between stand-alone and grid-connected microgeneration systems are
less contrasting; it is obviously beneficial if as many components as
possible are in common, so presenting a larger total market and less dif-
ferentiation between ‘developing’ and ‘developed’ regions.
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Public appreciation and understanding is critical to success.

a Householders with a small house-lighting system in Bhutan. Training local people
in basic maintenance of such systems is vital to their success.

b Members of Westmill Solar Cooperative in the UK at the opening of their 5 MW
electricity-generating plant; all the many cooperative shareholders have equal
rights, whatever their investment.

85.7.5 Environmental impact

In operation, photovoltaics are environmentally benign, with no emis-
sions and no noise, although manufacture involves some fully controlled
noxious chemicals and uses energy. Module guaranteed life by manu-
facturers is typically at least 20 years, but most modules will generate
acceptably for very much longer, perhaps to ~100 years for modules
with crystalline cells in good encapsulation. At end-of-life, modules
should be returned for specialist recycling; sadly such facilities are not
(yet) common The time for a given PV module to generate electricity
equal in energy to that used in its manufacture (its energy payback)
depends on the site insolation and the method of manufacture. For a
typical temperate climate, this energy payback time for single-crystal
silicon encapsulated modules is about two to three years (see refer-
ences at the end of this chapter); for thin film technologies and for
sunnier locations it is less.

85.7.6 Outlook

Mass production of PV modules continues to increase dramatically in
scale and quality, with associated decrease in price, so a future where
the majority of new roofs on buildings generate electricity is predictable.
As a mechanism for such electricity generation, PV power is peerless —
there are no emissions, there is no noise, almost no running costs, life-
time is at least several decades, new costs are reducing and it keeps out
the rain!
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CHAPTER SUMMARY

Solar cells produce electricity from the photovoltaic (PV) effect, i.e. the absorption of light within semi-
conductor materials. An account of the solid-state physics underlying this process is given in Review 4.

Technical advantages of PV include its universal applicability (although energy output is greater in
sunnier locations), modular character (allowing use at all scales from ~1 W to ~100 MW), reliability and
long life (because there are no moving parts), ease of use, and lack of noise and emissions. The main
technical disadvantage is that electricity generation is only during daytime. Therefore electricity storage
(e.g. batteries) or grid linking is usual. Such mechanisms also smooth out the more rapid variability of
output during daytime.

PV has been strongly encouraged in several countries by economic policies, such as feed-in tariffs.
The resulting demand encouraged manufacturers to scale up production, which in turn made PV systems
cheaper worldwide, including for stand-alone systems in rural areas of developing countries — and thus
encouraged further sales in an ongoing positive feedback loop. Consequently PV power is one of the
fastest-growing energy technologies: installed capacity had grown exponentially from ~200 MW in 1990
to more than 80,000 MW (80 GW) in 2012 (97 % of which was grid-connected systems), with a similar
growth rate expected to continue. In sunny climates, PV power is now cost-competitive with daytime
peak grid electricity.

The efficiency and cost-effectiveness of photovoltaic cells are being continuously improved by R&D
and manufacturing experience. 'First generation’ cells based on crystalline or multi-crystalline Si single-
junction cells dominate present installations. ‘Second generation’ cells use thin film cell technology for
single-junction cells, but based on depositing thin layers of the photoactive material onto a supporting
substrate (e.g. glass). By using much less of the most expensive material (the semiconductor), thin film
cells and modules are cheaper per unit of capacity ($/Watt). Some of them use chemically more complex
semiconductors such as Culn,Ga,_ Se, (CIGS) or certain organic oligomers. The intrinsic mismatch of
the solar spectrum to the band gap limits the efficiency of single-band photovoltaic cells to <35%. ‘Third
generation’ cells are not limited to single-junction operation; for instance, they include multi-junction/
heterojunction tandem cells designed to absorb a wider range of the solar spectrum than single-junction
cells and so having the potential for efficiency >30% without solar concentration, and >40% with
concentration.

Commercial photovoltaic cells now have efficiencies of about 12 to 25% in ordinary sunshine. PV cells
are usually sold as weatherproof modules, with open-circuit voltages between about 15 and 30 V. The
current from the cells is inherently direct current (DC); electronic inverters are used to change this to
alternating current (AC) if required. Daily output is typically ~0.5 to ~1.0 kWh/( m2 day), depending on
climate.

QUICK QUESTIONS

Note: Answers to these questions are in the text of the relevant section
of this chapter, or may be readily inferred from it.

1 What is the name of an entity of quantized light?

2 What is the approximate open-circuit voltage of a Si p—n junction?

3 You have the choice of short-circuiting either a battery or an illumi-
nated photovoltaic module; which are dangerous, which are safe,
and why?
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10

As temperature increases in constant insolation, does PV power
increase or decrease?

PV modules generate DC, yet most grids are AC; how can they be
connected?

Name three components of a PV balance of system (BoS).

How can radiation absorption into a PV cell be increased?

What is the dominant factor limiting the efficiency of a single-band
gap PV cell?

Name one way in which the intrinsic lack of efficiency of QQ 8 may
be overcome.

Give two reasons why PV module cost has decreased dramatically
over the past 20 years.

PROBLEMS

5.1

5.2

5.3

54

5.5

The band gap of GaAs is 1.4 eV. Calculate the optimum wave-
length of light for photovoltaic generation in a GaAs solar cell.

(a) Give the equation for the ~V characteristic of a p—n junction
diode in the dark.

(b) If the saturation current is 10~ Am=2, calculate and draw the
I-V characteristic as a graph to 0.2 V.

(a) What is the approximate photon flux density (photon s~ m-2)
for AM1 solar radiation at 0.8 kW m~2?

(b) AM1 insolation of 0.8 kW m=2is incident on a single Si solar cell
of area 100 cm?. Assume 10% of photons cause electron —hole
separation across the junction leading to an external current.
What is the short-circuit current [ of the cell? Sketch the -V
characteristic for the cell.

A small household lighting system is powered from a nominally
8V (i.e. 4 cells at 2 V) storage battery having a 30 Ah supply when
charged. The lighting is used for 4.0 h each night at 3.0 A.

Design a suitable photovoltaic power system that will charge
the battery from an arrangement of Si solar cells.

(a) How will you arrange the cells?
(b) How will the circuit be connected?
(c) How will you test the circuit and performance?

(a) Calculate the approximate time to a single-crystalline PV
module to generate electricity equal in energy terms to the
primary energy used in its manufacture. Consider: a typical
Japanese climate with 1450 kWh/(m?y) of insolation; modules
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5.10
5.11

Problems 199

of 15% efficiency; per 1.0 kWp peak power of modules. The
total direct manufacturing and processing energy (includes
refining, etc.) is 1350 kWh/kWp, plus a further 1350 kWh/kWp
of factory ‘overhead energy’, with 90% of both from electricity
(generated thermally at 55% efficiency from fuels in combined
cycle generation).

(b) Straightforward energy payback of (a) assumes that electric-
ity has the same ‘worth’ or ‘value’ as heat. Is this correct?
What result would be obtained if PV cells and modules were
manufactured entirely from, say, hydroelectricity? How can
manufacture be more energy-efficient?

What is the best fixed orientation for power production from a
photovoltaic module located at the South Pole?

(@) The band gap of intrinsic Si at 29°C is 1.14 eV. Calculate the
probability function exp(—Eg/(Zkﬂ for electrons to cross the full
band gap by thermal excitation.

(b) If the Fermi level in n-type Si is about 0.1 eV below the con-
duction band, calculate the probability function for electrons to
be thermally excited into the conduction band.

Compare your answers for (a) and (b).

Einstein won the Nobel Physics prize in 1905 for explaining the
photoelectric effect, in which light incident on a surface can lead
to the emission of an electron from that surface with energy

E=hv-@

where hv is the energy of a photon of light and @ is a property of
the surface.

(@) What are the main differences and similarities between the
photoelectric effect and the photovoltaic effect?

(b) Discuss how, if at all, the photoelectric effect could be used to
yield useful energy.

A Siphotovoltaic module is rated at 50 W with insolation 1000 W/m?,
as for peak insolation on Earth. What would be its peak output on
Mars? (Note: mean distance of the Sun from Earth 1.50 x 10" m
and from Mars 2.28 x 10"" m; there is no significant atmosphere
on Mars.)

By differentiation of (R4.28) by parts, prove (R4.29).

A solar array rated at 1 kW produces about 1800 kWh annually in
California. What is its capacity factor?
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NOTE

El The photovoltaic effect should not be confused with the photoelectric effect whereby electrons are emitted
from surfaces, as explained in 1905 by Einstein (see Problem 5.8).
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LEARNING AIMS

e Appreciate the large extent of worldwide gen-
eration of electricity from falling water.

e Understand how the energy transformations
occur.

e Perform fundamental calculations.

e Estimate hydropower potential at a site.

e Consider small-scale applications and so be
able to perform practical experiments and
field studies.

e Apply scaling laws that extend laboratory
studies to large-scale application. Appreciate
environmental impacts.
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§6.1 INTRODUCTION

The term hydropower means harnessing falling water to produce
power —usually in the form of electricity (i.e. hydroelectricity). Historically
hydropower has also been used for milling grain or for water pumping.
Other sources of hydraulic (water) power are waves and tides .Chagtersl
and).

Hydropower remains the most established, widely used and long-
lasting renewable resource for electricity generation. Hydropower instal-
lations are often combined with other uses, including flood control, the
supply of water, and with pumped storage of water for subsequent
hydropower. It is valued at all scales, from very large (~GW) to very small
(~kW) capacity; however, opportunities depend crucially on topography
and rainfall to provide sufficient water flow and fall (head).

The world's earliest electricity distribution in 1881 derived from hydro-
turbines of kW scale capacity. By 2008 hydropower capacity had reached
about 874 GW, not including ~130 GW of pumped hydro-storage. The
capacity of total worldwide installations continues to increase at about
2% per year, with _hydroelectricity supplying about 16% of worldwide
electricity (see. This proportion may itself increase, driven by
considerations of national energy security and the mitigation of climate
change (see . However, environmental and social concerns
are often the largest challenges to continued deployment; hence careful
management is essential (see §6.8).

GW 1200 - ~5000 TWh/y
/
/
P L 4000
/
800 - -
- 3000
- 2000
400 -
L 1000
0 T T T T T 0
1970 1980 1990 2000 2010 2020 2030
Year

Growth of world hydroelectricity generation (TWh/y) and capacity (GW). Pumped storage
capacity not included. Actual data from US Energy Information Agency. Dashed lines are
linear extrapolation from previous 10 years. Vertical bar at right indicates middle half of
over 100 estimates of projected generation at 2020 (TWh/y), as reviewed by IPCC SRREN
(2011).
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Hydropower output depends on annual rainfall, water catchment and,
of course, installed capacity reviews hydroelectric potential and
generation by continent and regions for various countries; in general there
is significant unused potential, notably in Africa. In Norway, Venezuela,
Brazil, and Canada hydropower produces more than half of total electricity.
As a country develops, sites with largest capacity are usually harnessed
first, so national increase of total generating capacity tends to diminish
with time. By the 1940s, the older industrialized countries had exploited
their best sites — hence the relatively large ‘proportion utilized’ percent-
ages shown in. Now most of the increase shown in is
in the new industrialized countries, notably China, Brazil, and India.

However, national-scale estimates can be misleading for local hydro-
power planning, since small-scale applications (~10 kW to 1 MW)
are often neglected from assessments, despite the sites for such

Table 6.1 Hydropower potential, capacity and output by region and by sample countries (2008). Note
the variation in capacity factor by country, and the significant potential for development in Africa and Asia

A B C D E=D/C F G
Region/e.g. Gross Technical Actual Proportion of  Installed Capacity factor
country potential potential generation techn/ca/ capacity D/(F x 8760 h/y)

TWhyy TWhiy — TWhy 2008 _“ti=ed 2008 ——

% GW ’
WORLD, total 39842 15955 3194.0 20 874.0 42
AFRICA 3909 1834 96.0 5 22.0 50
Congo (Dem Rep) 1397 774 7.3 1 2.4 35
Egypt 125 50 15.5 31 2.8 63
Ethiopia 650 260 34 1 0.7 55
AMERICA North 5511 2416 694.0 29 168.0 47
Canada 2067 820 377.0 46 73.4 59
USA 2040 1339 255.0 19 77.5 38
AMERICA South 7541 2843 643.7 23 131.6 56
Argentina 354 169 30.6 18 10.0 35
Brazil 3040 1250 365.0 29 77.5 54
Peru 1577 395 19.0 5 3.2 67
Venezuela 731 261 86.7 33 14.6 68
ASIA 16618 5590 985.0 18 306.8 37
China 6083 2474 580.0 23 171.0 39
India 2638 660 114.8 17 37.8 35
Indonesia 2147 402 11.5 3 45 29
Japan 718 136 741 54 27.9 30
Pakistan 475 204 27.7 14 6.5 49
Philippines 47 20 9.8 49 3.3 34
Turkey 433 216 33.2 15 13.7 28
Vietnam 300 123 24.0 20 5.5 50
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Table 6.1 (continued)

A B C D E=D/C F G
Region/e.g. Gross Technical Actual Proportion of  Installed Capacity factor
country potential potential generation techﬁ/'ca/ capacity D/IF x 8760 h/y)

TWhy TWhy TWh/y (2008) utilized (2008) T

% GW ?
EUROPE 4919 2762 714.8 26 220.7 37
France 270 100 59.3 59 21.0 32
ltaly 190 65 41.6 64 17.6 27
Norway 600 240 140.0 58 295 54
Russian Fed 2295 1670 180.0 11 49.7 41
Spain 162 61 17.8 29 16.0 13
Sweden 200 130 68.4 53 16.2 48
Switzerland 125 43 38.9 90 13.5 33
UK 35 14 5.1 36 1.6 36
MIDDLE EAST 690 277 277 10 11.5 27
OCEANIA 654 233 38.3 16 13.7 32
Australia 265 100 14.9 15 7.8 22
New Zealand 205 77 22.1 29 5.4 47

Notes

a Gross potential from rainfall runoff and mapping, technical potential from constructional experience, actual capacity

installed and actual generation.
b Capacity and output figures excl

ude stations that are mainly or purely pumped hydro.

Source: Data from World Energy Council (2010), Survey of Energy Resources.

installations being the most numerous. Surveys often fail to recognize
the benefits for owners of small-scale sites to offset expensive imported
power and install long-term capital assets. Thus the potential for hydro
generation from run-of-river schemes (i.e. with only very small dams)
is often underestimated. Social and environmental factors are also
important, and these too cannot be judged by global surveys but only by
evaluating local conditions. Coupled with the direct construction costs,
these factors account for the ‘technical potential’ for the global study
of hydropower in being considered only about half the ‘gross
potential’ assessed by region.

Hydro installations and plant (see e.g.) are long-lasting with
routine maintenance (e.g. turbines for 50 years and longer with minor
refurbishment, dams and waterways for perhaps 100 years). Long
turbine life is due to the continuous steady operation without high tem-
perature or other stress. The turbines have a rapid response for power
generation and so the power may be used to supply both baseload and
peak demand requirements on a grid supply; note that countries using
hydropower mainly for peak demand have relatively low capacity factors
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Layout of a typical hydroelectric power station. Water is stored behind a dam (near top of
photo), flows down the pipes (middle of photo) to turbines (in the housings near bottom
of photo), and is then released downstream. Photo shows the 1500 MW Tumut 3 power
station in Australia, with head of 150 m. In this particular installation, the output water
passes through a tunnel (not shown in the photo) to augment agricultural irrigation — thus
illustrating how hydro installations may have multiple societal and economic benefits.
This station may also be used as a pumped hydro energy storage system (see § 6.7).

). Moreover, turbines can be designed for reverse operation as
pumps for pumped storage schemes (86.7).

Hydropower systems have among the best conversion efficiencies
of all known energy sources (up to 90% efficiency, water to wire). The
relatively expensive initial investment is offset by long lifespan, together
with low-cost operation and maintenance. Consequently, the levelized
production cost of electricity from hydropower (i.e. the cost of genera-
tion averaged over the life of the project: see can be as
cheap as 3 to 5 US cents/kWh under good conditions, compared with
utility selling prices to the public of ~15 to 20 US cents/kWh.

One almost unique characteristic of hydropower is the continuous
range of applicable scales, from less than 1 kW to more than 500 MW.
The adjectives ‘small’, ‘large’, etc. used to describe the projects depend
on the organization or person involved; there is no international code.
Nevertheless, we distinguish four main scales; Large (>100 MW),
Medium (15 to 100 MW), Mini (0.1 to 15 MW), and Micro (<100 kW).

The major disadvantages of hydropower are associated with effects
other than the generating equipment, particularly for large systems. These
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include possible adverse environmental impacts, the effect on fish, silting
of dams, corrosion of turbines in certain water conditions, social impact
of displacement of people from the reservoir site, loss of potentially
productive land (often balanced by the benefits of irrigation on other land),
and relatively large capital costs compared with those of fossil power sta-
tions. For instance, there has been extensive international debate on the
benefits and disadvantages of the Aswan Dam for Egypt and the Three
Gorges project for China. All of these issues are discussed further in 86.8.

This chapter considers fundamental aspects of hydropower and does
not attempt to be comprehensive in such a developed subject. In par-
ticular, we have considered small-scale applications, since students can
use these in laboratory and field conditions for practical learning. We
refer readers to the bibliography for comprehensive works at established
engineering level.

The fundamental is sufficient for estimating hydropower
potential at a particular location; the methods described in 86.3 give a
more accurate assessment. Turbines are of two types: (a) impulse tur-
bines, where the flow hits the turbine as a jet in an open environment,
with the power deriving from the kinetic energy of the flow (see 86.4);
and (b) reaction turbines, where the turbine is totally embedded in the
fluid and powered from the pressure drop across the device (see §6.5).
The mechanical turbines then drive machinery (historical use) or elec-
tricity generators (dominant use). Reaction turbine generators may be
reversed, so water is pumped to high levels for pumped storage and sub-
sequent generation (86.7), at an overall efficiency of ~70%. $6.6 consid-
ers other technical aspects of hydroelectric systems, and 86.8 reviews
the social and environmental aspects of hydropower. The eResource
and the Bibliography at the end of the chapter give further information on
applications, including the purely mechanical hydraulic ram pump.

86.2 PRINCIPLES

Water of volume per second Q and density p falls down a slope. The
mass falling per unit time is pQ, and the rate of potential energy lost by
the falling fluid is

P, = pQgH (6.1)

where g is the acceleration due to gravity and H is the vertical compo-
nent of the water path.

The turbines convert this power to shaft power. Unlike thermal power
sources, there is no fundamental thermodynamic or dynamic reason why
the output power of a hydro system should be less than the input power
P,, apart from frictional losses that can be proportionately very small. For
a site with a water reservoir, H is fixed and Q is adjustable. Hence the
power output is quickly controlled at, or less than, the design output,
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WORKED EXAMPLE 6.1

Water from a moderately sized river flows at a rate of 100 m3/s down a perfectly smooth pipe, falling 50 m

into a turbine.

(@) How much power is available? (b) If in practice 10% of the power is lost by friction, transformation and
distribution, how many houses having average electricity use of about 0.5 kW (i.e. 12 kWh/day) could this

power supply?

Solution
From (6.1),

R, =(1000kg/m?) x (100m?3/s) x (9.81m/s?) x 50m
=49 x 108kg.m/s® = 49MJ/s = 49MW

The number of houses is (49,000 - 4,900) kW/(0.5 kW per house) = 88,000 houses, i.e. a large town with a

population of about 220,000.

provided that there is sufficient water supply. Note that the density of
fresh water at ambient temperatures is 1000 kg/m3 and of air only about
1.2 kg/m?3, which is a major reason for the difference in diameter between
water and wind turbines of the same nominal output power.

The main disadvantage of hydropower is also clear from (6.1): the site
must have sufficient Q and H. In general this requires a rainfall > ~40
cm/y dispersed through the year, a suitable elevated catchment or river
(if possible with water storage) and a final steep fall of the water onto the
turbines. This combination of conditions is not common, so hydropower
is far from universally available. However, where available, hydropower
is almost certainly the_most suitable electricity-generating source, as
suggested in Worked.

Nevertheless, considerable civil engineering (in the form of dams,
pipework, etc.) is always required to direct the flow through the tur-
bines. These civil works often cost more than the mechanical and electri-
cal components. However, for large, high-head, hydropower, tunneling
technology has improved greatly due to the introduction of increasingly
efficient equipment. Consequently, excavation costs have reduced by
25% over the past 30 years. Note that the cost per unit power of turbines
tends to increase with Q. Therefore costs per unit power output of high-
head installations are less than low-head, unless pipework costs become
excessive. For small installations at old water-mill sites, conversion to
electricity generation can be very cost-effective.

86.3 ASSESSINGTHE RESOURCE

Suppose we have a stream available which may be useful for hydro-
power. At first, only approximate data, with an accuracy of about +50%,
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are needed to estimate the power potential of the site. If this survey
proves promising, then a detailed investigation will be necessary involv-
ing data, for instance, rainfall taken over several years. It is clear from (6.1)
that to estimate the input power P, we have to measure the flow rate
Q and the available vertical fall H (usually called the head). For example,
with Q =40 liter/s and H=20 m, the maximum power available at source
is 8 kW. This might be very suitable for a household supply.

86.3.1 Measurement of head H

For nearly vertical falls, trigonometric survey methods (perhaps even
using the lengths of shadows) are suitable; whereas for more gentle
slopes, level and pole surveying is straightforward. Note that the power
input to the turbine depends not on the geometric (or ‘total) head H, as
surveyed, but on the available head H,:

H,=H, - H, (6.2)

where the head loss H; allows for friction losses in the pipe and chan-
nels leading from the source to the turbine (see 8R2.6). With suitable
pipework H, < H,/3; however, by (R2.11) H;increases in proportion to the
total length of pipe, so the best sites for hydropower have steep slopes.

86.3.2 Measurement of flow rate Q

The flow through the turbine produces the power, and this flow wiill
usually be less than the flow in the stream. However, the flow in the
stream varies with time, for example, between drought and flood
periods. For power generation we usually want to know the minimum
(dry season) flow, since a turbine matched to this will produce power
all the year round without overcapacity of machinery. Such data are also
necessary for environmental impact (e.g. maintaining a minimum flow
for aquatic life). We also need to know the maximum flow and flood
levels to avoid damage to installations.

The measurement of Q is more difficult than the measurement of H.
outlines some possible methods. The method chosen will
depend on the size and speed of the stream concerned. For large instal-
lations, the ‘sophisticated method’ is always used.

BOX 6.1 MEASUREMENT OF FLOW RATE Q: PRINCIPLES AS DESCRIBED FOR SMALL SYSTEMS
Asin § R2.2,

flow rate Q = (volume passing in time At) / At (6.3)

= (mean speed U) x (cross-sectional area A) (6.4)

=fudA (6.5)
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where u is the streamwise velocity (normal to the elemental area dA). The measurement methods
relating to each equation we call basic (6.3), ref/'ned) and sophisticated (6.5). A further method may be
used if the water falls freely over a ledge or weir.

(a)
Stream

AN

Diversion
pipe

(b)

(c)

(d)

(e)

Fig. 6.3

Measuring water flow: (a) basic method; (b) refined method (i); (c) refined
method (ii); (d) sophisticated method; (e) weir method, see also|Fig. 6.12
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(a)

(b)

(c)

(d)

(e)

Basic method). The whole stream is either stopped by a dam or diverted into a containing
volume. In either case it is possible to measure the flow rate from the volume trapped (6.3). This
method makes no assumptions about the flow, is accurate and is ideal for small flows, such as those
at a very small waterfall.
Refined method (/)|(Fiq. 6.3(b|)| Equation (6.4| defines the mean speed u of the flow. Since the
flow speed is zero on the bottom of the stream (owing to viscous friction), the mean speed will be
slightly less than the speed u, at the top surface. For a rectangular cross-section, for example, it has
been found that & =~ 0.8u,. u, can be measured by simply placing a float (e.g. a leaf) on the surface
and measuring the time it takes to go a certain distance along the stream. For best results the
measurement should be made where the stream is reasonably straight and of uniform cross-section.
The cross-sectional area A can be estimated by measuring the depth at several points across the
stream and integrating across the stream in the usual vvay):

A = 3yz+ 50y, = V)z +2) + 5ly5 = Y,)(z, +25) +5(y, —vs)z, (6.6)

Refined method (ii)). A refinement which avoids the need for accurate timing can be
useful on fast-flowing streams. Here a float (e.g. a table tennis ball) is released from a standard depth
below the surface. The time for it to rise to the surface is independent of its horizontal motion and can
easily be calibrated in the laboratory. Measuring the horizontal distance required for the float to rise
gives the speed in the usual way. Moreover, what is measured /s the mean speed (although averaged
over depth rather than over cross-section: the difference is small).

Sophisticated method). This is the most accurate method for large streams and is used
by professional hydrologists. Essentially the forward speed u is measured with a small flow metre at
the points of a two-dimensional grid extending across the stream. The integral (6.5) is then evaluated
by summation.

Using a weir|Fig. 6.3(e]). If Qis to be measured throughout the year for the same stream,
measurement can be made by building a dam with a specially shaped calibration notch. Such a dam
is called a weir. The height of flow through the notch gives a measure of the flow. The system is
calibrated against a laboratory model having the same form of notch. The actual calibrations are
tabulated in standard handbooks. Problem 6.2 shows how they are derived.

86.4 |IMPULSETURBINES

Impulse turbines are easier to understand than reaction turbines. We
first _consider _a particular impulse turbine: the Pelton wheel turbine
and[6.9).

The potential energy of the water in the reservoir is changed into kinetic
energy of one or more jets. Each jet then hits a series of buckets or ‘cups’
placed on the perimeter of a vertical wheel, as sketched in . The
resulting deflection of the fluid constitutes a change in momentum of the
fluid. The cup has exerted a force on the fluid, and therefore the fluid has
likewise exerted a force on the cup. This tangential force applied to the
wheel causes it to rotate.

Although the ideal turbine efficiency is 100%, in practice, values
range from 50% for small units to 90% for accurately machined large
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Control  volume

Total
head H,

(area A)  Jet

Available
head H,
p = atmos.

Schematic diagram of a Pelton wheel impulse turbine.

MW scale Pelton wheel turbines on a single shaft, driving the generator (right). Covers
removed for maintenance.

commercial systems. The design of a practical Pelton wheel (sketched in

) aims for the ideal performance described. For instance, nozzles
are adjusted so that the water jets hit the moving cups perpendicularly at
the optimum relative speed for maximum momentum transfer. The ideal
cannot be achieved in practice, because an incoming jet would be dis-
turbed both by the reflected jet and by the next cup revolving into place.
Pelton made several improvements in the turbines of his time (1860) to
overcome these difficulties. Notches in the tops of the cups gave the jets
better access to the turbine cups. The shape of the cups incorporated a
central splitter section so that the water jets were reflected away from
the incoming water.
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DERIVATION 6.1 OUTPUT POWER AND DIMENSIONS OF AN IMPULSE TURBINE

Jet of v(\?)

Speed of cup and fluid: in (a) the laboratory frame; (b) the frame of the cup.

U.I—U—U

Jet of water

shows a jet, of density p and volume flow rate Q, hitting a cup as seen in the ‘laboratory’
(i.e. earthbound) frame. The cup moves to the right with steady speed u_ and the input jet speed is u.
Fig. 6.6(b] shows the frame of the cup with relative jet speed U= u,; since the polished cup is smooth,
friction is negligible, and so the jet is deflected smoothly through almost 180° with no loss in speed.

Forces
Thus, in the frame of the cup, the change in momentum per unit time, and hence the force F experienced
by the cup, is

F=2pQ;(u-u) (6.7)
(This force is in the direction of the jet.) The power Pj transferred to the single cup is

Ju (6.8)

[

P=Fu,=2pQ\(u; - u

c
where Oj is the flow through the jet. By differentiation with respect to u,, this is a maximum for constant
u, when

u,Ju =% (6.9)

c J

So substituting for u, in (6.8):
- 6.10
Fi=2pQuf 6.10)

(i.e. the output power equals the input power, and this ideal turbine has 100% efficiency). For this ideal
case in the laboratory frame, the velocity of the water leaving the cup has zero component in the direction
of the jet. Therefore the water from the horizontal jet falls vertically from the cup.

The ideal efficiency can be 100% because the fluid impinges on the turbine in a constrained input flow
(the jet), and can leave by a separate path; this contrasts with situations of extended flow (e.g. wind onto
a wind turbine), where the extractable energy is significantly limited (see §8.3).

Jet velocity and nozzle size

As indicated in[Eiq. 6.4, the pressure is atmospheric both at the top of the supply pipe and at the jet. So
from Bernoulli’s theorem (§R2.2) and ignoring friction in the pipe, uj2 =2gH, . However, pipe friction may
be included by replacing the total head H, by the available head H, defined by (6.2), so

u? =2gH, 6.11)
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In practice, the size of the pipes is chosen so that Y is independent of the nozzle area. If there are n
nozzles, each of area a, then the total flow from all jets is

O:nau/:nO/. (6.12)

If the efficiency of transforming the water jet power into mechanical rotational power is 7, ,then the
mechanical power output P_from the turbine with n jets is, from (6.9) and (6.10),

P, =n,nP =m,n;pQu?) =m,nl;pauu?
=1n,,nap(2gH_)*/? (6.13)

This shows the importance of obtaining the maximum available head H, between turbine and reservoir.
The output power is proportional to the total jet cross-sectional area A= na. However, ais limited by the
size of cup, so if ais to be increased, a larger turbine is needed. It is usually easier to increase the number
of nozzles n than to increase the overall size of the turbine, but the arrangement becomes unworkably
complicated for n> 4. For small wheels, n=2 is the most common.

Of course, the total flow Q through the turbine cannot be more than the flow in the stream Q... Using
(6.11) and (6.12),
na; Qg .m / (2gHa)? (6.14)

Angular velocity and turbine size
Suppose we have chosen the nozzle size and number in accordance with (6.12) and (6.13) to give the
maximum power available. The nozzle size has fixed the size of the cups, but not the overall size of the
wheel. The latter is determined by geometric constraints, and also by the required rotational speed. For
electrical generation, the output variables (e.g. voltage, frequency and efficiency) depend on the angular
speed of the generator. Most electric generators have greatest efficiency at large rotational speed
(frequency), commonly ~1500 rom. To avoid complicated and lossy gearing, it is important that the turbine
should also operate at such large speed; the Pelton wheel is particularly suitable in this respect.

If the wheel has radius R and turns at angular velocity o, by (6.7) and (6.8),

P=FRw (6.15)

Thus, for a given output power, the larger the wheel the smaller its angular velocity. Since u_ = Ro, and
u,=0.5 u by (6.9), and using (6.11),

112
g = 0-529H, )™ 6.16)
0]
The nozzles usually give circular cross-section jets of area a and radius r.
So a=x r?and from (6.13),
2 P,
" ny.pn algH )2 2 6.17)

Combining (6.16) and (6.17), we find

1/2
P
r/R=0.68(n_n)"? {7”“ }
m p1/2(g/_/a)5/4

= 0.68(1,n)"2S (6.18)
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In (6.18) & is a non-dimensional measure of the operating conditions,
called the shape number of the turbine:

1/2

___Pro (6.19)
p1/2(g/_/a)5/4

Such non-dimensional factors are powerful functions in engineering (e.qg.
allowing the results of measurement and optimization of laboratory-scale
physical models to be applied to full-scale plant).

From (6.18), the mechanical efficiency 1 atany instant is a function of:
(i) the fixed geometry of a particular Pelton wheel (measured by the non-
dimensional parameters /R and n), and (ii) the non-dimensional ‘shape
number’ of which characterizes the operating conditions at that time.

BOX 6.2 ‘SPECIFIC SPEED’

Beware! Instead of the dimensionless shape number o of (6.19), some engineering texts use a dimen-
sioned characteristic called ‘specific speed', NS’ defined from the variables P, v (= w/2m) and H,;

P2y,

s~ 54 (6.20)
a

‘Specific speed’ does not include g and p, since these are effectively constants. Consequently, N, has
dimensions and units, and so, disturbingly, its numerical value depends on the particular units used. In
practice, these units vary between the USA (e.g. rom, shaft horsepower, ft) and Europe (e.g. rpm, metric
horsepower, m), with a standard version for Sl units yet to become common.

Implicit in (6.18) is the relation between the speed of the moving parts
u, and the speed of the jet u. If the ratio uc/uJ is the same for two wheels
of different sizes but the same shape, then the whole flow pattern is
also the same for both. It follows that all non-dimensional measures
of hydraulic performance, such as 1, and d, are the same for impulse
turbines with the same ratio of uc/uj. Moreover, for a particular shape of
Pelton wheel (specified here by r/R and n), there is a particular combina-
tion of operating conditions (specified by o) for maximum efficiency.

WORKED EXAMPLE 6.2

Determine the dimensions of a single jet Pelton wheel to develop 160 kW
under a head of: (i) 81 m, and (ii) 5.0 m. What is the angular speed at which these wheels will perform
best?

Solution
Assume that water is the working fluid. Let r be the nozzle radius and R the wheel radius. It is difficult to
operate a wheel with r > R/10, since the cups would then be so large that they would interfere with each
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other's flow; therefore we assume r= fi/12 in (6.18), and fro with the optimum operating conditions
n,, = 0.9, the characteristic shape number in (6.18) becomes:

$=0.11

(i) With H,=81m, (6.17) from the angular speed for best performance is

o, = Cyp1/2(g/_/3)5/4 p-12

~0.11010% kgm=)"2[(9.8 ms=2)(81 m)}>/*

(16 x 104 W)2

=36rads™
From (6.11)
u = (2gH,)V? = 40 ms™
Therefore:
R=3u/®w=055m

(ii) Similarly, with H, =5 m,

0, =0,5/81%*=11rad s

uJ=1Oms*1
R=45m

Comparing cases (i) and (ii) i , Pelton wheels at low heads
should rotate slowly and have large radius. Such installations would
be unwieldy and costly, especially because the size of framework and
housing increases with size of turbine. In practice therefore, Pelton
wheels are used predominantly for high-head and relatively small-flow
installations.

§6.5 REACTIONTURBINES

Low-head situations (6.1), require a greater flow Q through the turbine
than for high-head. Likewise, considering the shape number of of (6.19),
to maintain the same w and P with lower H, we require a turbine with
larger & For instance, by increasing the number of nozzles on a Pelton
wheel: see (6.18) and. However, the pipework becomes
unduly complicated if n > 4, and the efficiency decreases because the
many jets of water interfere with each other.

To maintain a larger flow through a turbine, design changes are
needed, as in the Francis reaction turbine of|Fiqs 6.7(b)| and|6.7(c)|. In
effect, the entire periphery of the wheel is made into one large ‘slot’
jet for water to enter and then turn in a vortex to push against the rotor
vanes. Such turbines are called reaction machines because the fluid
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(c) Francis (side view)

pushes (or ‘reacts’) continuously against the blades. This contrasts with
impulse machines (e.g. Pelton wheels), where the blades (cups) receive
a series of impulses. For a reaction turbine, the wheel, called the runner,
must be adapted so that the fluid enters radially perpendicular to the
turbine axis, but turns and leaves parallel to this axis. Consequently, the
fluid velocity has a radial component in addition to the tangential veloc-
ity, which complicates the analysis (see textbooks in the Bibliography at
the end of this chapter).

A larger water flow may be obtained by making the incoming water
‘let” almost as large in cross-section as the wheel itself. This concept
leads to a turbine in the form of a propeller, with the flow mainly along
the axis of rotation (e.g. the Kaplan turbine shown in.

(a) Pelton (impulse) (b) Francis (impulse)

Inflow | m—>

Scroll

case
Rotating St_ac;nonary
vanes guide vanes

(d) Kaplan (propeller)

Turbine blades

Methods of increasing the power from a given size of machine, working at the same
water pressure.

a A four-jet Pelton wheel, the power of which is four times greater than that from a one-
jet wheel of the same size and speed. (For simplicity not all the cups are shown.)

b A Francis turbine seen from above; the jets supplying water to the rotor now exist all
around the circumference as a slot.

¢ Francis turbine (cut-away side view) with water entering at high pressure from the
left and right input tubes around the vertical axis turbine, before entering the spaces
between the vanes, and dropping vertically down through the center.

d A propeller (Kaplan) turbine; here large shape number, d, is obtained if the jet is made
the same size as the rotor and there is no radial flow over the rotor.
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In practice, one benefit of reaction turbines is the considerable pres-
sure change in the fluid as it moves through the casing, sealed off from
the outside air. Bernoulli's may be used to show that the
smallest water pressure in the system will be much less than atmos-
pheric. Indeed, the smallest pressure may even be less than the vapour
pressure of water. If this happens, bubbles of water vapour will form
within the fluid — a process called cavitation. Downstream from this, the
water pressure might suddenly increase towards atmospheric, so causing
the bubble to collapse. The resulting force from the inrush of liquid water
can cause considerable mechanical damage to nearby mechanical parts.
These effects increase with flow speed and head, and so axial machines
are restricted in practice to low H. Moreover, the performance of reaction
turbines in general, and the propeller turbine in particular, is very sensi-
tive to changes in flow rate. The efficiency drops off rapidly if the flow
diminishes, because the slower flow no longer strikes the blade at the
correct angle. It is possible to allow for this by automatically adjusting
the blade angle, but this is complicated and expensive. Propeller tur-
bines with automatically adjustable blade pitch were historically consid-
ered worthwhile only on large-scale installations (e.g. the Kaplan turbine).
However, smaller propeller turbines with adjustable blades are now avail-
able commercially for small-scale operation.

The operation of a Pelton wheel is not so sensitive to flow conditions
as a propeller turbine.

As a guide to choosing the appropriate turbine for given Q and H,
shows the range of shape number of over which it is possible
to build an efficient turbine. In addition, for each type of turbine there
will be a relationship between the shape number & (characterizing the
operating conditions under which the turbine performs best) and another
non-dimensional parameter characterizing the form of the turbine. One
such parameter is the ratio /R of (6.18). Being non-dimensional, these

100
Francis
Propeller
—
% 90 | .
5 Pelton wheel (1, 2, 3, 4 jets)
N
Banki

80 1 1 1 1 J

1 2 3 4 5
4

lllustrative peak efficiencies, here ranging between 85% and 95%, of various turbine
types in relation to shape number.

Source: Adapted from Cengel and Cimbala (2010).
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relationships may be established both theoretically and experimentally,
and are used to optimize design. Details are given in the recommended
texts and engineering handbooks at the end of this chapter.

86.6 HYDROELECTRIC SYSTEMS

generator

Overwhelmingly, hydropower generates electricity, although very
occasionally water-mills, hydraulic lifts and ram pumps provide useful
mechanical power (see references at the end of this chapter). All hydro-
electric systems, whether large scale (as in| Fig. 6.2| or{ Box 6.3|) or small
scale ), must include a water source, enclosed pressure pipe
(penstock), flow control, turbine, electric generator, electrical control,
and reticulation (cables and wiring) for electricity distribution.

The dam insures a steady supply of water without fluctuations, and,
most importantly, enables energy storage in the reservoir. It may also
provide benefits other than generating electricity (e.g. flood control, water
supply, a road crossing). Small run-of-the-river systems from a reasonably
steady flow may require only a retaining wall of low height (i.e. enough
to keep the penstock fully immersed), but this does not provide storage.

The supply pipe (penstock) is usually a relatively major construction
cost. It is cheaper if thin walled, short and